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Introduction 

The highly successful lecture series on the topic of measurement and sensor technologies as 
part of the IEEE Workshop at the University of Applied Sciences Ruhr West (HRW) is being 
continued in collaboration with the University of Siegen, the TU Chemnitz and the ITMO 
National Research University of Information Technologies, Mechanics and Optics in St.  
Petersburg.  This time the event is featuring an even more international orientation by linking 
it with the Russian SENSORICA. The topics cover industrial and medical measurement  
technology as well as sensor technology in vehicles. 

Our event offers a platform for knowledge transfer between industry and public and commer-
cial research institutions in the area of measurement technology. 

This Abstract Book offers the opportunity of contacting speakers even after the event.   
In addition we are very pleased to have selected contributions published in a special edition 
of the journal „tm Technisches Messen“ (De Gruyter Oldenbourg Verlag) again this year. 

We like to thank everybody having contributed to the success of this workshop and are look-
ing forward to lively discussions! 

   

The Organizing Committee: 

Prof. Dr. Jörg Himmel 
University of Applied Sciences Ruhr West 
Prof. Dr. Olfa Kanoun 
Chemnitz University of Technology  
Prof. Dr. Gennadij Lukjanow 
ITMO University, St. Petersburg 
Prof. Dr. Thomas Seeger  
University of Siegen 
Prof. Dr. Klaus Thelen 
University of Applied Sciences Ruhr West 
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Thermographic phosphors as temperature sensors for the 
gaseous, liquid and solid phases           
B. Fond, Ch. Abram, F. Beyrau - Invited Talk 

Lehrstuhl für Technische Thermodynamik, Otto-von-Guericke Universität Magdeburg, Magdeburg 39104, Germany 
Authors e-mail address: benoit.fond@ovgu.de  

 
Abstract 

This talk discusses thermographic phosphor particles as versatile optical sensors allowing the measurement of 
surface temperatures, but also temperature of liquids and gases. While phosphor thermometry on surfaces is a 
rather mature technique, recent developments have extended the concept to the study of fluid flows, e.g. those 
involving heat transfer or chemical reactions, by introducing micrometre-size phosphor particles into these 
flows. The feature of these optical sensors and their implementation is discussed for temperature imaging in the 
respective phases.  

Thermographic phosphors are solid crystalline materials with temperature-dependent luminescent properties. 
Upon excitation, typically with UV radiation, the phosphor material emits luminescence, often red-shifted and 
with a wide range of lifetimes spanning hundreds of picoseconds to several milliseconds.  While rare-earth 
doped insulators, e.g. Y2O3:Eu3+ were extensively investigated, a very wide range of materials present interest-
ing luminescent properties for temperature sensing, including semiconductors, e.g. ZnO [1]. Most of these mate-
rials are inert and have a high melting point (often above 2000 K), which are favorable features in harsh envi-
ronments e.g. in presence of shocks or chemically reacting flows. For remote thermometry, either the tempera-
ture dependence of the luminescence lifetime (temporal method), or that of the emission spectrum (spectral 
method) is exploited. These temperature dependencies often span many hundreds of kelvin for a single phos-
phor. In addition some materials are suitable for thermometry at low temperatures, e.g. below 200 K, while 
others can be used above 1400 K.  

For surface temperature measurements, a thin layer of phosphor (10-50 microns thickness) is deposited onto 
the surface of interest (e.g. piston crown, combustor liner, pipe wall), and excited by a laser or a LED. A robust 
approach for temperature imaging on solid surfaces consists of recording hundreds of frames with a high frame 
rate camera (kHz – MHz) of the luminescence emission following a short laser pulse (~10 ns). This way, a de-
cay time can be extracted at each spatial location from the time series of recorded luminescence intensities (see 
Fig. 1 left), which is then converted to temperature using calibration data. Owing to the large number of sam-
ples, and to the high sensitivity of the temporal response of many phosphors to temperature, precision as high as 
0.2 K can be obtained. As an illustration, here a coating composed of YAG:Cr3+ is used to study fluid-to-wall 
heat transfer in a throttled flow expanding into a square-section optically accessible tube. It reveals a rather large 
region of uniform cooling rate as opposed to our initial expectation of a highly localised impingement type cool-
ing.  

This lifetime imaging approach is however limited to measurements on still or slow-moving objects, due to 
the relatively long measurement times (30 µs - 5 ms). For fast-moving objects e.g. turbine blades, and necessari-
ly for temperature measurements in turbulent flows of liquid or gas, the spectral method must be used since it 
requires a single exposure, which can be as short as ns-µs. In this case, two spectral filters are carefully chosen 
to exploit the temperature dependence of the emission spectrum, as shown in Fig. 1 (right). These are mounted 
on image sensors so as to record a pair of spectrally filtered images. A ratio is then generated from each image 
pair, which is converted into temperature from calibration data.  

Over the past 10 years, the concept of using thermographic phosphors tracer particles for temperature in gas-
eous flows has been explored [2,3,4]. In gases, small particles (~ 1-2 microns) must be used in order to follow 
turbulent fluctuations in the gas temperature [4]. In addition, since the suspensions must be very dilute (~100 
particles/mm3), only very bright phosphors with a short lifetime (µs and below) suiting the necessarily short 
camera exposure time offer sufficient signal levels. Therefore the constraints on suitable luminescence proper-
ties, and therefore useful phosphors, are considerably more stringent than for phosphors for surface measure-
ments. BAM:Eu2+ and ZnO are suitable and have been demonstrated for flow thermometry with a precision of 
up to 10 and 3 K respectively [1,5]. Additionally a very attractive feature of using thermographic phosphor 
particles as a flow temperature tracer is that the same particles can be used to simultaneously measure the flow 
velocity field using a standard Particle Image Velocimetry approach [4]. The temperature-velocity pair obtained 
in this way is an especially valuable progression toward combined vector-scalar imaging, offering a unique 
insight into turbulent heat transfer processes and/or turbulence-chemistry interactions. Following demonstration 
studies of the combined technique in jet flows, the concept was extended to kHz-rate measurements using high 
repetition rate lasers and cameras, allowing the time-resolved studies of flow instabilities, see Fig. 2 [6]. In this 
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talk, the applications of the technique to two practical test cases are presented, gas turbine film cooling, and the 
investigation of Joule-Thomson cooling in the throttled flow configuration mentioned above. Both cases illus-
trate the wealth of information provided by these measurements, in particular as validation datasets for numeri-
cal models. Interestingly, the velocity-temperature pair measured in the throttled configuration clearly shows the 
presence of a back-flowing warmer fluid layer near the wall, which explains the uniform cooling rate distribu-
tion observed in the surface measurements. 

 
 
 

 
 

Finally, the use of phosphor particles for temperature measurements in liquid flows has also been explored 
using an implementation similar to that for gas-phase measurements [7]. Although the particle size requirements 
can be slightly relaxed (~5 microns), a specific excitation scheme may be necessary to avoid interferences from 
Raman scattering of excitation laser light by the liquid molecules. Measurements in a buoyant thermal plume 
are presented, as an illustration of the potential of the technique for natural convection studies.  

These various examples from our laboratory of using thermographic phosphors particles as a sensors for 
temperature (and velocity) measurements of all three phases illustrate their potential as a research tool for 
providing a more complete picture of complex fluid/thermodynamic systems, as well as for sensing in industrial 
processes and even natural or biological systems. Yet, there is much work to be done in for example increasing 
the maximum measurable temperature or improving the temperature sensitivity. The almost infinite variety of 
thermographic phosphors, mostly uninvestigated for the purpose of temperature sensing, means that the outlook 
of successful further developments in these directions is promising. 

References 
[1] Abram, C., Fond, B., and Beyrau, F.  2015. High-precision flow temperature imaging using ZnO thermo-

graphic phosphor tracer particles. Opt. Express, 23, 19453-19468. 
[2] Omrane, A., Petersson P., Aldén M., and Linne M. 2008. Simultaneous 2D flow velocity and gas tempera-

ture measurements using thermographic phosphors, Appl. Phys. B Lasers O, 92, 99-102. 
[3] Rothamer, D. A., and Jordan, J. 2012. Planar imaging thermometry in gaseous flows using upconversion 

excitation of thermographic phosphors. Appl. Phys. B Lasers O, 106, 435- 444.  
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Express, 20, 22118-22133.  
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The prototype of the sensor system for monitoring  
greenhouse gas emissions to wastewater treatment plants      

A. Malyshev1, G. Lukyanov1 
 

1Department of Laser and Light Engineering, ITMO University, Saint Petersburg 197101, Russia 
 

Authors e-mail: malyshev_alexey@hotmail.com 
Abstract 

This article describes the use of non-contact measurement methods of gas concentrations at the station sewage 
treatment plants by means of a sensor system based on optocoupler LED - photodiode, then the device. This 
device is housed in a plastic box above the water surface, where the measurement of carbon dioxide concentra-
tion in real time. The experiment was conducted on different areas of treatment facilities to compare the volume 
of carbon dioxide emissions from these zones. At the end of the experiment it was concluded that the possibility 
of using the system for the measurement of carbon dioxide concentrations.  

For wastewater treatment plants greenhouse gas emissions characterizes the efficiency of water treatment 
technology cycles. Oxidation of water at the water treatment is needed to improve the efficiency of its further 
purification. The decrease of pH levels accompanied by a shift of carbon balance and, in the formation of excess 
carbon dioxide and its emission into the atmosphere until a new equilibrium. Thus, compliance with treatment 
technologies to minimize greenhouse gas emissions. 
Monitoring of greenhouse gas emissions reduced to determining the "carbon footprint", ie the calculation of 
greenhouse gas emissions. Currently, the following standards for their calculation: ISO 14064-1: 2006 GOST R 
14064-2007, PAS 2050: 2011. According to these standards, there are three methods to measure the greenhouse 
gas emissions: 

• Calculation based on (1) information on the activities of the company on greenhouse gases multiplied 
by the emission factor or the removal of greenhouse gases; (2) using models; (3) correlations specific 
to the production area [1]; 

• Measurement [2, 3]; 
• The combination of measurement and calculation[4]. 

The role of measurement in general is determining in the assessment of how indirect emissions and assess of 
the direct emissions of greenhouse gases into the atmosphere. In most of water treatment companies currently 
quantification of greenhouse gas emissions reduced to the calculated data, based on energy consumption data of 
companies [1]. 

In the works of Russian scientists of Rostov State Construction University, headed by prof. NS Serpokrylo-
vym noting the relationship between the composition of water in sewage treatment plants, purification process 
and the emission of greenhouse gases: carbon dioxide, ammonia, hydrogen sulfide and methane. Measuring 
greenhouse gases authors performed indirectly, by fluctuations in the partial pressure of gas at the surface of the 
water. Further, on the basis of observations made, offered a table indicator of carbon dioxide emissions - com-
pliance / violation of the technological cycle[7]. 

Also in the works of foreign colleagues for the measurement of carbon dioxide flux on the water surface fol-
lowing methods are used to collect samples: 

1) Open and closed container method for sampling ambient air samples in different areas of sewage 
treatment plants that are not ventilated; 

2) The method of use of plastic bags for collecting ambient air samples from ventilated areas. 
Next, these samples were studied in the laboratory for the presence of various concentrations of gases such 

as methane, carbon dioxide and nitrogen [8-9]. 
Monitoring of emissions of greenhouse gases at wastewater treatment plants can be based on the sensor sys-

tem, including sensors measuring the concentration, wireless data collection, data collection to digital converter. 
Measuring the concentration of greenhouse gases in the on-line in the water and surface water without sample 
collection can be performed by optocoupler LED-photodiode (LLC "ICE-microsensors"). The proposed 
optoelectronic devices designed for the mid-infrared (1.6-5.0 microns) on the basis of narrow gap 
nanoheterostructures system GaSb-InAs. The characteristic absorption bands of carbon dioxide, methane, 
nitrous oxide just are in the mid-IR. The advantages of LEDs in the middle infrared region as compared to the 
thermal sources of infrared radiation and adsorption, catalytic sensors are compact (chip size 0.3x0.3 mm), low 
power (pulsed about 1 mW), high speed (tens of nanoseconds), high service life (80,000 - 100,000 hours), the 
possibility of creating miniature multi-element arrays and matrices. A prototype of on the sensor system is pre-
sented in Fig. 1. It includes device, enclosed in case with connectors to provide power supply and to receive 
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signal from optocoupler. Further that plastic box placed in plastic box with volume of 11 m3 that attached to 
metallic holder. By using that metallic holder we can place device near water surface to perform experiment. 

 

 
Fig.1 A prototype of the sensor system. 

 
At the water treatment plant GUP Vodokanal of St. Petersburg performed testing a prototype of the sensor 

system for monitoring carbon dioxide emissions. Prototype testing was carried out near the water surface at the 
outlet section №3 WWTP. The measurement results are shown in Fig. 2. 

 

  
a b 

Fig.2 a - aerobic zone №4, b – aerobic zone № 3. 
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Highly sensitive "Molecular LIBS" for the detection of 
halogens in chlorine-contaminated concrete                

Th. Dietz, A.-S. Rother, P. Kohns, G. Ankerhold 
 
 

University of Applied Sciences Koblenz – RheinAhrCampus, Laser Spectroscopy and Photonics, 
Joseph-Rovan-Allee 2, 53424 Remagen, Germany 

 
Authors e-mail address: ankerhold@hs-koblenz.de 

 
Abstract 

Laser-Induced Breakdown Spectroscopy (LIBS) with pulsed laser excitation is an established method for ana-
lyzing the atomic components of an unknown sample based on their characteristic emission spectra. However, 
LIBS provides insufficient results if atoms to be measured exhibit weak elemental emission lines in unfavorable 
infrared spectral regimes or if characteristic elemental spectra are disturbed by overlapped stronger lines of 
other elements in the sample (Fig. 1a) [1]. 

The analysis of the much more intense molecular emission bands arising in the plasma cooling phase seems 
to be a promising solution. This requires a time-resolved measurement of the LIBS spectra [2,3]. The molecular 
analysis is carried out on the observation of newly formed radicals and diatomic molecules whose strong emis-
sion bands are often in the visible spectral region. We use "Molecular LIBS" instead of atomic or ionic LIBS for 
the elemental analysis of chlorine in concrete, in which chlorine included in the cement, reacts to calcium chlo-
ride (CaCl) with the calcium contained in the cement (Fig. 1b). 

  
Fig. 1: (a) weak emission line of chlorine at 837.6 nm (red circle) close to strong atomic lines of other elements in a conventional LIBS 
experiment [1]; (b) intense molecular bands of CaCl and CaOH after a time delay of 50 µs. 

	
  

The stability and hence the lifetime of buildings such as bridges or parking garages is drastically reduced by 
the diffusion of chloride from de-icing salt into the concrete [1]. Corrosion of the steel reinforcement occurs if 
the chloride contamination exceeds a certain level (pitting corrosion). The quantitative measurement of the chlo-
ride content by space-resolved techniques is therefore highly demanded since it allows estimating the damage 
and subsequently the lifetime anticipated. 

The damage threshold of the chlorine contamination in concrete is 0.2 mass percent (European Standard EN 
206: 2014) related to the proportion of cement. Well-established space-resolved methods only achieve a limit of 
detection of worse than 1 mass percent whereas the limit of detection in our research project is intended to be 
better than 0.1 mass percent. 

Calibration samples required for a quantitative measurement were provided by the cooperation partner 
"Bundesanstalt für Materialforschung und -prüfung" (BAM). Fast evaluation electronics for the time-resolved 
measurement with passively Q-switched lasers are developed by the industrial partner SECOPTA analytics 
GmbH. 
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From a Principal Component Analysis (PCA) of the molecular spectra measured in the plasma cooling phase 
we were able to identify the best time parameters to clearly separate different concentrations of chlorine 
(Fig. 2a). A fully quantitative analysis of chlorine in concrete can be performed by a Partial Least Squares Re-
gression (PLS) (Fig. 2b). Up to now, we achieve a detection limit of less than 0.2 mass percent mainly deter-
mined by matrix effects and calibration errors. 

 
 

  
Fig. 2 (a): Principal Component Analysis (PCA) of six samples of concrete with different chlorine concentrations; (b) assignment of LIBS 
spectra to different chlorine concentrations applying a Partial Least Squares Regression (PLS). 

 
 

Acknowledgements: This project is supported by the German Federal Ministry for Economic Affairs and Energy (BMWi), project grant 
No KF26821030F4. The authors thank in particular the BAM (Bundesanstalt für Materialforschung und -prüfung) and SECOPTA analytics 
GmbH Berlin. 
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Investigation of heat transfer by the gradient heat flux 
sensors and PIV method               

A.V. Bashkatov, A. Y. Babich, A.A. Gusakov, M. A. Grekov, A.V. Mityakov, S.Z. Sapozhnikov, V. V. 
Seroshtanov, V.Y. Mityakov, E. R. Zaynullina, A.N. Dymkin 

Peter the Great St. Petersburg Polytechnic University, 195251, St. Petersburg, Russia 
 

Authors e-mail address: bshktv.a@gmail.com 
Abstract 

In this article the investigation of simultaneous heat transfer and flow properties by the gradient heat flux sen-
sors [1] and PIV (Particle Image Velocimetry) method is provided [2]. More particularly, research of heat trans-
fer during cross flow around a cylinder at the Reynolds numbers of 41,2 10⋅ … 45,2 10⋅  were conducted. In addi-
tion, the vortex generators to increase the heat removal from the surface of the cylinder were successfully ap-
plied. The presented method is able to show the connection between heat transfer and flow pattern. 

Experiments were carried out in the closed-circuit wind tunnel (Fig. 1). The test section of wind tunnel has 
870 mm of length. Contraction cone outlet is of 450 mm in diameter. The Eiffel chamber 3 is worked out of 
Plexiglas to allow PIV measurements from outside the chamber. The wind tunnel is equipped with a water-air 
heat exchanger 2 to maintain constant flow temperature. The longitudinal turbulent intensity was found to be 
less than 1% for 4 510 Re 10< < . 

 
 

1 – turning vanes, 2 – water-air heat exchanger, 
3 – Eiffel chamber, 4 – settling chamber with honeycomb 

Figure 1. Scheme of the wind tunnel 
 

 
Figure 2. Scheme of the heated cylinder model 

Heat flux was measured by the gradient heat flux sensor (GHFS) invented in Peter the Great St. Petersburg 
Polytechnic University. The operating principle of a GHFS [1] is based on a transverse Seebeck effect: when the 
heat flux transits through a plate with anisotropy of thermophysicl and thermoelectric properties, the thermo-
electromotive force (thermo-EMF) occurs. its direction normally to heat flux vector and proportionally to heat 
flux rate. The response time of our GHFS is about 8 910 ...10− −  s, which allows us to consider GHFS almost free 
from transit-time effects heat flux measuring unit.The GHFS is made of a single crystal bismuth, 99,99% pure 
[1]. Sensor platform dimensions were 2×2 mm, wih the thickness of 0,2 mm. 

Fig. 2 illustrates the scheme of a cylinder model, used in the experiments and located in the Eiffel chamber 
(Fig. 1). The cylinder, 66 mm in diameter, is made of a steel sheet which is 0,1 mm thick. The cylinder length is 
800 mm. The model was heated by the water steam with temperature about100 Co . Experiments were carried 
out with constant temperature boundary conditions. The GHFS was mounted on the cylinder surface, flush with 
the surface (Fig. 2). The cylinder was turned around its axis by the electric driver which allowed us to move the 
sensor in a circumferential direction along the cylinder surface. 

The principle operation of PIV system consists in that the tracers are fed into a stream, which are illuminat-
ed by light sheet-beam, divorced in plane by the cylindrical lens. On command of timing unit the laser produces 
a double flash, the first camera captures the tracers and the second camera records the signal of GHFS measured 
by the oscilloscope,  The data from both cameras are transmitted to the computer for the further processing. 
Verification of the proposed method was considered in the paper [3]. 

Nusselt number fluctuation after the boundary layer separation is very high. The reason is the vortex shed-
ding, caused by the rolling up of the separated boundary layer. Simultaneity the experiment allows us to observe 
this process and its influence on heat transfer. Fig. 3 illustrates Nusselt number fluctuation when the cylinder 
was rotated in the field of 90 φ 100< <o o . Fig. 4 shows that heat transfer intensity depends strongly on vorticity 
and flow velocity at the examined range. 
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By analogy with the Prandtl problem with the ring on the ball, series of experiments using a vortex generator in 
the form of thin wire (with a diameter of 0,8 ... 2 mm) were carried out. Nevertheless, we have investigated heat 
transfer. Since the vortex generator is cause of flow turbulence and shifts the point of separation, therefore it 
intensifies heat transfer.The optimal diameter, which corresponds to thickness (about 1 mm) of boundary layer 
and the angle of installation of vortex generators were experimentally chosen: 1mm,φ 55t td = = o . 
 

 
Figure 3. The angular heatgram φNu (φ) (a) and velocity fields (b) 

 
Experiments with installed vortex generators showed increase of average heat transfer coefficient around the 
model by 14% at the 4Re 5,3 10= ⋅ , but in allocating vortex generator at a distance of 1,2 mm from the cylinder 
the lower point on a graph was removed, thereby average heat transfer coefficient was increased by 20% at the 

4Re 4,9 10= ⋅ (Fig. 4). 
 

 
 

Figure 4.Influence of the gap between the vortex generator and the cylinder surface on value of of heat transfer coefficient. 

Our experiment shows that the suggested method could provide us the complete dataset about the heat transfer 
processes related to the velocity field. Simultaneity of both experiments allows us to observe instant processes 
and its influence on heat transfer. Described experimental results are in a good agreement with the previous 
researches [4, 5], which confirms the validity of the suggested method. The results show that the suggested 
method requires further development and could be employed in many aspects of study. 

References 

[1] Sapozhnikov S. Z., Mityakov V. Y., Mityakov A. V. Gradient heat flux measurement fundamentals - 
St.Petersburg (2012-2013) (in Russian). 

[2] Institute of Thermophysics SB RAS, Novosibirsk. «POLIS» velocity profile measuring instrument 
[Online]. Available: http://eng.polisinstruments.ru/ 

[3] Andrey Gusakov, et. al. “Simultaneous PIV and Gradient Heat Flux Measurement of a Circular Cylinder in 
Cross-Flow”, Applied Mechanics and Materials Vol. 629 (2014) pp. 444-449. 

[4] Ertan Buyruk. Heat transfer and flow structures around circular cylinder in cross flow // Tr. J. of Engineer-
ing and Environmental Science 23 (1999), pp. 299 – 315. 

[5] Hajime Nakamura, Tamotsu Igarashi. Unsteady heat transfer in separated flow behind a circularcylinder – 
Yokosuka, Japan. 



	
   IEEE WORKSHOP Industrial and Medical Measurement and Sensor Technology | June, 16th - 17th  2016, Mülheim an der Ruhr 	
  
	
  

	
   	
   	
  16	
  

Molecular Laser-Induced Breakdown Spectroscopy – 
A new gateway to an advanced material analysis               

A.-S. Rother, Th. Dietz, P. Kohns, G. Ankerhold 
University of Applied Sciences Koblenz – RheinAhrCampus, Laser Spectroscopy and Photonics, 

Joseph-Rovan-Allee 2, 53424 Remagen, Germany 
 

Authors e-mail address: ankerhold@hs-koblenz.de 
 

Abstract 

Laser-Induced Breakdown Spectroscopy (LIBS) is a powerful and widely used method to identify the elemental 
composition of an unknown sample by analyzing the emitted atomic or ionic lines of spectra instantly measured 
after the irradiation of an intense laser pulse. Still, some elements can exhibit emission lines that are very weak 
beyond the detection range or overlapped by emission lines of other components, so that the detection of those 
elements proves to be very difficult. 

It became apparent that aside from the atomic and ionic lines also broad band emission of radicals and mole-
cules occurs after a certain delay time within the microsecond range between laser pulse and data acquisition as 
the plasma cools down and the atomic emission lines are getting much weaker [1-3]. This provides further spec-
tral information about the sample composition which cannot or not as easily be obtained by the common way of 
analyzing LIBS spectra. Especially halogens are of great interest since they are hard to detect by common LIBS 
analysis. 

In comparison calcium has proven to easily show strong band emission after its strong and numerous atomic 
lines weaken. This can be observed e. g. for dental enamel, as it emits only calcium lines within the first 10 µs 
after the laser pulse, which disappear after about 50 µs, meanwhile the molecular emission of CaO and CaOH, 
which could be identified by considering [4], becomes dominant [5]. 

This study focusses on how calcium related bands can be measured. Therefore, we observed the spectra 
emitted by samples containing native molecules of calcium and halogens as well as self-made samples which 
consist of a mixture of gypsum and a halogen salt. The best results can be observed for calcium fluoride (CaF2). 
Differing from other examined samples, the involved processes follow a very short time line, so that within the 
first microsecond only atomic and ionic lines of calcium can be observed (Fig. 1a). Within the first 10 µs the 
CaF bands already appear, while the atomic lines are still dominant (Fig. 1b). Those CaF bands become domi-
nant after 30 µs when the atomic emission almost completely disappeared (Fig. 1c). This behavior of CaF ap-
pears to be in good conformity with [2]. 

Furthermore, we found out that halogens combined with calcium are even observable without time-resolved 
studies, which is a new approach. Fig. 1d shows an appropriate spectrum of calcium fluoride. Among strong 
atomic calcium peaks also band emission can be found. This behavior could be proven to be a characteristic of 
calcium, since it does not show for most other elements. This can be explained as the result of strong but rather 
short living atomic emission compared to the less intense band emission that has a very long lifetime in compar-
ison to other elements. Therefore, within rather long integration time of about 100 ms the weaker band emission 
can still compete with the strong atomic and ionic lines, which dominate most other spectra. 

For the non-time-resolved examination of calcium chlorine, we initially observed the spectrum of pure gyp-
sum (CaSO4), which shows a strong band emission of calcium oxide (CaxOx). When mixing gypsum with sodi-
um chlorine (NaCl), during cooling down processes CaCl is formed and emits the correspondent bands, which 
suppress the emission of calcium oxide. A comparison to the emission of CaCl2 chunks formed a similar spec-
tral shape, which proves that components like halogens can be identified by observing a self-made mixture of it 
with gypsum. Furthermore, the sensitivity is greatly enhanced as it can be seen for fluorine in Fig. 1d, where the 
atomic peak of fluorine is clearly evanescent compared to the strong band emission. 

In another approach, we studied a mixture of gypsum and sodium bromine (NaBr) in order to examine the 
formation of CaBr within the plasma. The observed spectrum was compared with the gypsum spectrum and 
showed just little differences, since both spectra form mostly the same shape. However, there could be found 
two differences, the strong atomic sodium peak and a narrow band emission that could be identified as CaBr. 
Differing from CaCl and CaF it seems that CaBr does not suppress the calcium oxide emission. Since we did 
not observe any emission of calcium sulfur compounds yet, it seems likely that the formation of molecules and 
radicals with certain components is more favored. Hence, chlorine and fluorine seem to be more preferred than 
oxygen, which itself is favored more than bromine and sulfur. 
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In conclusion, our studies demonstrate the high potential of "Molecular LIBS" as an extension for all LIBS 
setups with non-time resolved spectrometers for certain molecules containing e.g. calcium or aluminum. 

 
Fig. 1: Spectra observed for a calcium fluoride crystal as sample; (a) to (c) demonstrate the temporal evolution of the spectra, while (d) was 
measured with a non-time resolved spectrometer and shows atomic and molecular emission. The spectra have been normalized so that the 
intensity scaling is not shown here. The blue points show the identified atomic calcium peaks. 
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Abstract 

Within network of railroads of Russian Federation for traffic control of railroad trains such systems as electric 
token, semi-automatic block and automatic are being applied [1].  Modern railroads traffic control is considered 
as an automatic blocking system which composed of separates spots of control (some times dozens). Each spot 
of control equipped with sensor being detected train position for transmission of needed information to train 
operator regarding recommended speed and number of available free areas for safety movement continuation. 
For one way train traffic regulation signal towers are being presented. Vast terrains of Russia (Third place in the 
world regarding railroad network length), high requirements concerning reliability and safety plus slow rate of 
modern automatic technology implementation are the cause of huge quantity of relay controlled systems appli-
cation for train traffic monitoring (about 90% from entire systems of train traffic management). However train 
traffic control systems are being gradually transformed from relay controlled systems to microprocessor’s sys-
tems [2]. Meanwhile, the abovementioned transformation belongs to intellectual level of management only – 
introduction of segments of microprocessors per technological algorithms realization instead of relay systems 
logic. Orders for management fulfillment regarding wayside devices are being transformed from computing 
system via interface relay controlled system [3]. Sensors of microprocessor, responsible for train position detec-
tion are the same as those allocated per relay systems. At the moment there are railroad networks of tone fre-
quencies which main weak point is colossal consumption of copper-wire cable (to be extended along total rail 
track), plus necessity of big quantity of operation functions [1].  Defects of cable network availability for the 
abovementioned system are the reason of large amount of work failures. Indeed, in case of speed rate over 200 
km/h, quality of applied technology of relay-controlled system shows incorrect outcome some times. Designers 
of railroad trains management schemas are forced to analyze the work of automatic schemas and to insert need-
ed corrections within it [4, 5]. Unfortunately, those measures are local and may not solve the global problem. 
Consequently, implementation of centralized microprocessor schemas is not a breakthrough decision without 
alternation of wayside technological devices. Cost effective technological solution is an application of fiber 
optical sensors based on Fiber Optic Bregg Grating. Similar physical effect is being conducted within Structural 
Health Monitoring per linear facilities [6]. 

Fiber optical fabric (in comparison to copper-wire material) is not the matter of electromagnetic interference 
[7]; in this case, the advantage is cabling procedure may be fulfilled together with power cables installation. 
Fiber optical cable is not affected to back traction current, chemical and electrical corrosion, pre-failure condi-
tions will be eliminated such as short cutting in the cables and serious signal attenuation. Accumulated experi-
ence may be good opening for future execution of fiber optical connection within sphere of railroad trains man-
agement systems. 

Position sensor per train circuit is the trouble spot within any system of train management. On network of 
railroads of Russian Federation constant flow of electrical current is being applied which effects on entire ener-
gy consumption of the whole system. Energy leakage within cable network is the heel of Achilles, which re-
quires submission of powerful energy sources. In case of railroads for traffic control arrangement based on fiber 
optical sensors, energy consumption will be sharply cut down, which is the reason of low light wave decay 
within light-guide fiber  (in this case, special amplifiers are not needed anymore for remote facilities). 

Fiber optical sensors should be placed direct under rail base inside of designated spots of cribwork (Fig. 1). 
Information from sensors to be transmitted over the fiber optical cabling placed inside of special ditch allocated 
along the railroad track (Fig. 2). To increase the control of railroad train system reliability based on fiber optical 
connection, implementation of vapor-phase and major coding methods should be helpful together with self-
controlled systems being applied integration codes [8, 9]. To obtain data from fiber optical sensors reflectors are 
being implemented for signal digitization and transmission to designated monitoring computer. Inside of the 
software of the microprocessor complex, model of railroad train management is functioning with initial data of 
sensors from design spots of monitoring (this is an analog of relay-controlled system). System redundancy is 
limited by power of node only. Computers of various areas of control to be reunited within single network of 
dispatch control system. 



IEEE WORKSHOP Industrial and Medical Measurement and Sensor Technology | June, 16th - 17th  2016, Mülheim an der Ruhr 

	
   	
   	
  
	
  

	
   	
   	
  19	
  

  

 
 

Replacement of relay-controlled system with fiber optical network should not reduce functional characteris-
tics such as: rail circuit, sensor of train position, network integrity control system with channel of data transmis-
sion to locomotive. Besides, it will be possible to arrange the control of axel control of railroad coaches, defects 
of trolleys, actual live load per rails, quantity and weight of passing trains etc. [10]. That way implementation of 
fiber optical sensors is an advance technology in the field of railroad trains management as per low velocity of 
trains as well as per high speed trains. 
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Abstract 

Nowadays there is an intensive study of the interaction between THz radiation and inorganic and organic ob-
jects, especially biological objects. Since THz radiation lies in the submillimeter range, there is a common prob-
lem of creating an effective uncooled photodetector in the THz region. 

The limiting factor in the development of devices using terahertz radiation is the lack of a developed element 
base of photonics, in particular the range of THz receivers with high sensitivity, operating without cryogenic 
cooling and that could be compatible with the planar manufacturing microdevices photonics technology. Planar 
technology for creating microbolometers or micro-opto-electro-mechanical (MOEMS) detectors can be used to 
create a photodetector module for special television systems operating in the THz frequency range. Parameters 
of these detectors are directly dependent on the selective absorption of terahertz radiation by layer of material 
applied to the techniques used in planar technology. 

In this paper several related tasks were resolved. At the beginning, the process of propagation submillimeter 
radiation through composite material containing a ferroelectric phase in a polymer matrix was simulated. Simu-
lation of the propagating radiation was carried out with the involvement of the Maxwell-Garnett effective medi-
um model. We used the model of the environment with spherical shape ferroelectric inclusions. 

Further, composite ferroelectric polymer containing phase of barium titanate was created. The polymer was 
used as the UV-curable photoresist, allowing to form a receiving area topology using laser vector lithography. 
The comprehensive studies about the optical and electric properties of the composite in the frequency range 0.1 
- 1.2 THz have been conducted. Below, math model and equations used for simulation absorption of the materi-
al under investigation will be discussed. 

Often, in optics, considering the effective medium approximation models electrostatic approximation is 
used, which includes as the smallness of particle size, as spacing relative to the wavelength used. If any of these 
conditions is broken, it should be taken into account the scattering by particles that nanocomposite consists of, 
as well as the interference of scattered waves. 

Existing mathematical models describe composite structures based on Mie theory, which considers the opti-
cal properties of an isolated particle as a multipole expansion waves scattered from the scope with radius that is 
small in comparison with the wavelength of the incoming radiation. In this paper, to describe composite media 
dielectric constant of the composite and the environment are used. 

The basic equation from effective medium approximation theory allowed us to calculate the overall dielec-
tric constant ε of the composite material: 

𝜀 − 𝜀!
𝐿 𝜀 − 𝜀! + 𝜀!

= 𝜂
𝜀! − 𝜀!

𝐿 𝜀! − 𝜀! + 𝜀!
 (1) 

where ε𝑚 - the dielectric constant of the matrix, ε𝑝 - the dielectric constant of the inclusions, η - the volume 
fraction of inclusions, 𝐿 - depolarization factor. Some efforts were made to apply this theory to metallic particles 
in such composites [1]. In this study the idea was developed and applied to composite medium containing ferro-
electric particles. The absorption spectra were calculated according to the equations (2-3): 

𝜂 𝜔 =
2𝜔
𝑐
𝐼𝑚 𝜖! 𝜔 𝜇!(𝜔) (2) 

𝐼(𝜔) = 𝐼!𝑒!!(!)!    (3) 

where 𝜔 – frequency, 𝜖! , 𝜇! – magnetic and dielectric constants of the medium, η - absorption coefficient, d - 
thickness of the sample. 

Properties of the material can be considerably changed due to the particle size within its structure, or the film 
thickness, when these parameters are below some critical value. In such cases, it may be observed permittivity 
dependence on the size of its constituent particles. This phenomenon is called size effect [2]. 

Most of the studied today ferroelectric thin films are nanostructured, consisting of a particle size of about ten 
nanometers. In some issues [66] it was shown that the surface of each particle constituting the thin film is a thin 
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non-ferroelectric layer having a thickness of about 3 nm from the dielectric constant of about 40. This layer is 
called the "dead" layer. It must be taken into account when calculating the effective dielectric constant of the 
thin film, since its presence results in a decrease in its value. 

To calculate the effective dielectric constant used the formulas given in [3]: 

𝜀!"" =
9𝜀!𝜀!𝜀!𝑎! + 3𝜀!𝜀! 𝜀! + 2𝜀! 𝑏! − 𝑎!

𝜀!𝜀! 2𝑎! + 𝑏! + 2 𝜀!𝜀! + 𝜀!! 𝑏! − 𝑎! + 2𝜀!𝜀! 2𝑏! + 𝑎!
 (4) 

where r - radius of the particles, b = a + t (t - the thickness of the "dead" layer), ε1 - the dielectric constant of 
the particles, ε2 - the dielectric constant of the "dead" layer, ε3 - the dielectric constant of the medium around the 
"dead" layer, while ε2 << ε3 <ε1. 
To calculate the abortion spectrum used by expressions given in [1]. 

One of the most common methods today to generate terahertz radiation is using photoconductive antenna, 
supplied with a bias voltage by using two sources of visible or infrared radiation with nearby wavelengths. 
When the field of these sources are formed on the photoconductive antenna photocurrent occurs at a frequency 
corresponding to the difference of the wavelengths incident to the antenna. 
To investigate the optical characteristics of the composite in the terahertz spectral region the setup was used, 
presented below. 
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Fig. 1: The experimental setup to study the optical properties of  
composite ferroelectric material in polymer containing barium 

titanate. 

Fig. 2: Comparison simulation absorption of the composite material 
to the result obtained during the experiment: 1- experimental ab-

sorption in thin film composite with BaTiO3; 2- simulation absorp-
tion in composite.  

Based on the results of the research uncooled photodetector was created that effectively registers terahertz radia-
tion, and is compatible with thick film integrated circuit manufacturing technology. Futher investigation the 
frequency characteristics of the pyroelectric detector based on ferroelectric polymer composite showed that the 
photodetector effectively registers input THz radiation with a modulation frequency up to 50 kHz. 
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Abstract 

Laser-induced gratings (LIGs, also known as transient gratings, TGs) are locally excited transient spatially-
periodic modulations of the complex refractive index of the medium. LIGs are generated if two coherent equally 
polarized pump beams from a pulsed laser are crossed at a small angle and create a fringe pattern in the intersec-
tion region. Thermalization of the energy conveyed to the resonantly absorbing species of the medium by the 
pump radiation, as well as electrostriction (the deformation of a dielectric material in an electric field due to its 
polarization), result in transient modulations of the density in the form of a superposition of standing acoustic 
waves and stationary density gratings, with a spatial period equal to the fringe spacing. These density modula-
tions cause the respective modulations of the refractive index. 

 
The temporal evolution of the density modulations formed by thermalization depends on the rate of the en-

ergy exchange. Rapid energy exchange generates a standing acoustic wave and a stationary density grating. 
Slow energy exchange favours the formation of the stationary density grating, while the development of the 
acoustic contribution is suppressed. The acoustic waves are damped due to viscosity and heat conduction of the 
medium, as well as due to the divergence of the two counter-propagating acoustic wave packets, forming the 
standing wave, from the excitation volume. The stationary density modulations decay by heat conduction alone. 

To detect LIGs, a third, continuous-wave probe laser beam, is adjusted to cross the pump beams intersection 
region (probe volume) at an appropriate angle and to be Bragg-diffracted by the LIG. The power of the diffract-
ed radiation, detected with high temporal resolution (the LIG signal), characterizes the evolution of the transient 
grating. From this signal, information about the local thermophysical properties of the medium, including speed 
of sound, thermal diffusivity, and acoustic damping rate, is extracted. 

 
The non-linear optical technique employing LIGs enables the non-contact determination of a few parameters 

in a single measurement, with the spatial resolution defined by the dimensions of the probe volume. In addition, 
since the measurements can be performed using a single laser pulse, the technique can provide data at a definite 
moment after a single transient event or at high repetition rates, determined by the repetition rate of the pump 
laser, during an ongoing process. This is of interest for real-time process monitoring and control purposes. 

 
A typical experimental setup used for diagnostics employing LIGs comprises a pulsed pump laser, a cw 

probe laser, a set of optical elements used to attenuate, split, direct, focus and collimate the beams, a fast photo-
multiplier to detect the light diffracted by a LIG, a digital oscilloscope, with a trigger photodiode, and a comput-
er. In particular, the lasers employed in the presented experiments were a Q-switched Nd3+:YAG laser (10 Hz, 
1064 nm) and a cw argon ion laser (515 nm) or frequency-doubled diode-pumped Nd3+:YAG laser (532 nm). 

 
The application of the LIGs technique to gas diagnostics is exemplified by the results of quantitative investi-

gations of a non-stationary pressurized fuel injection into air at elevated pressure and temperature, under non-
reacting conditions. The fuel was being injected into a chamber through a swirl gasoline direct-injection nozzle. 
Heated gaseous or liquid propane, C3H8, as the main component of liquefied petroleum gas, was employed, the 
parameters of the experiment (like temperature, amount of injected gas, and pressure) being close to conditions 
of practical interest which exist in real engines with direct injection. The measurements were performed inside 
the fuel jet at different distances from the injector outlet along the axis of propane injection, and were repeated 
at increasing delays after start of the injection pulse. The temporal shape of the LIG signals, containing non-
resonant electrostrictive and resonant thermal (due to weak absorption of the 1064 nm pump radiation by C3H8 
molecules) contributions, was recorded in a single-shot mode. Various approaches for the fast evaluation of the 
temporal shape of the measured LIG signals has been tested. As a result, the local vapor-phase fuel concentra-
tion (or the fuel-air ratio) and the temperature during the temporal evolution of the direct-injected fuel spray 
have been determined simultaneously. In particular, propane concentrations in the range of 0.2-8 % could be 
defined. 
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The employment of LIGs to probing liquids is exemplified by the studies of thermophysical properties of 
room temperature ionic liquids (RTILs). Over the past two decades the beneficial properties of these substances 
for applications as solvents, reaction media, electrolytes, etc. have been understood. The countless number of 
potential combinations of cations and anions composing RTILs enables tailoring fluids with the desired proper-
ties for specific applications. 

 
A few samples belonging to a common sub-class of RTILs based on dialkyl-imidazolium cations, with 1-

ethyl-3-methylimidazolium ([EMIm]) cation and different anions, at ambient pressure and temperature have 
been taken for the studies. LIGs were being created as a result of thermalization of a quasi-resonant excitation of 
highly-lying combinational vibrational states of the RTIL molecules and electrostrictive compression of the 
liquid by radiation of the pump laser. 

 
By fitting temporal profiles of single LIG signal measurements, the speed and damping of the laser-excited 

acoustic waves in the RTIL samples, as well as their thermal diffusivity were simultaneously derived. Based on 
these values and data from the literature, isentropic compressibility, thermal conductivity, and bulk viscosity of 
the samples were determined. Good agreement between the obtained values and some of those already available 
from alternative studies has been found. Hence, the technique proves to be a practical instrument to obtain data 
necessary for modeling the properties of ionic liquids with arbitrary composition or to screen samples in the 
production process of RTILs with specific properties. 

 
The presented results demonstrate the possibilities of the LIGs technique in accurate systematic measure-

ments of multiple properties of molecular gases and liquids. In particular, if 1064-nm radiation of a Q-switched 
Nd3+:YAG laser is employed, the technique is shown to be useful when applied to the media with species con-
taining CH-, CH2-, or CH3- functional groups. 
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Abstract  

In order to analyze the beam quality of laser sources wave front measurements using a Shack-Hartmann sensor 
became an established way. With the detection of the wave front deflection a change of the modal composition 
of the laser beam can be recorded directly. While this method is well known for nearly Gaussian laser beams, 
the wave front analysis of broad area semiconductor lasers is an open field of current research. Detailed analysis 
of the wave front gives an additional path to get insight into the modal composition of semiconductor lasers, 
which have a dominant impact on the output parameters of the devices. For our investigations we utilize lasers 
emitting light in the near infrared (λ= 980nm) based on the material system GaAs. For this type of laser the 
number and structure of optical modes is affected by thermal as well as electric effects inside the active medi-
um. In our investigations we associate the detected wave front with a composition of Lengendre polynomials 
and detect their transformation with changing working conditions of the laser. 

The setup is shown in the Fig. 1 (a). The intensity and wave front of the optical far field of a single emitter 
is measured by means of a Shack-Hartmann sensor [1]. This type of sensor consists of a conventional CCD 
chip, which is covered with a micro lens array. The lens array splits the incoming light into a multitude of ele-
mentary beams focused on different areas on the CCD. The difference between the angle of radiation of the 
measured wave front and a flat reference wave front is detected. Based on this information the local gradient of 
the wave front can be determined and the wave front can be reconstructed by using mathematical algorithms. In 
Fig. 1 (b) the cross-sections of a typical intensity distribution of a multimode laser is shown.  
In y-direction the so called fast diverging axis (FA) shows a Gaussian shape. The significant intensity modula-
tion appears for the x-direction, the slow diverging axis (SA).  
 

  
Fig. 1: (a) Experimental Setup with a laser diode, filters and Shack-Hartmann sensor; (b) Typical measurements of an intensity distribution 
for the fast axis (FA) and the slow axis (SA). 

 

This modulation indicates the presence of higher order modes and carries the main information for the changes 
of the mode structure. It can be described by a combination of incoherent Hermite-Gaussian-Modes with differ-
ent weighting factors [2]:  

𝐼(𝑥, 𝑦, 𝑧)~ 𝐸(𝑥, 𝑦, 𝑧) ! = 𝛼!,!𝐸!,!(𝑥, 𝑦, 𝑧)
!

!,!

                                           (1) 
 

 
Where 𝐼 is the intensity, 𝐸 is the electric field at the position (x,y,z) and 𝛼!,!  is the weighting factor for the 
electric field 𝐸!,! of the particular Hermite-Gaussian mode.  
In contrast to the intensity distribution, the wave front analysis carries in addition the information of the phase 
of the light wave. A characteristic wave front of a multimode laser is shown in Fig. 2 (a) for two different diode 
currents. The wave front of the FA shows only slight modulations whereas the wave structure of the SA changes 
significantly with an increase from 3Ith to 6Ith of the applied diode current. Because of the rectangular geometry 
of the section of the beam used for the analysis the waviness of the wave front can be fitted by a set of Legendre 
polynomials [3]. The amplitudes of the polynomials 6 to 32 are utilized below to describe the structural changes 
as can be seen in Fig. 2 (b). Thereby the polynomials 1 to 5 are not shown here since they represent typical 
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aberrations (Tilt x/y, Focus, Astig. 0°/45°) of the system which are removed in all mappings of the wave fronts 
displayed. Regarding the development of the amplitudes of the polynomials it can be determined that the main 
changes in the wave front structure are described by the polynomials 10, 15, 21 and 28 when the applied current 
is increased from 3Ith to 6Ith. Comparing the distribution of weighting factors 𝛼!,!  over the modal index a 
change in the mode composition can be determined (see Fig. 2 (c)), which is represented in a change of the 
intensity distribution as well. It can be seen that fluctuations in the intensity distribution can also be detected as 
changes in the amplitudes of the polynomial coefficients (cf. Fig. 2 (b)). However the correlation of the poly-
nomials and optical modes is still unresolved.  
 

 
Fig. 2: (a) Wave front map and (b) amplitude distribution of Legendre polynomials for a multimode single emitter for varying diode currents 
in terms of Ith (=threshold current for the laser emission), (c) Modal composition of the beam of a multimode laser diode for different diode 
currents. 

 

Additionally diodes of the same batch have been investigated while applying a current of 5Ith. The wave fronts 
as well as the corresponding amplitudes of the Legendre polynomials are displayed in Fig. 3. Previous investi-
gations of the intensity distribution (not presented here) show a deviation of the Gaussian shape in the fast axis 
for laser diode 2, which is not present for laser diode 1. In Fig. 3 (a) it can be seen that it is possible to distin-
guish the modal wave front composition of the two lasers. The wave front of laser diode 1 is more donut shaped 
while the wave front of diode laser 2 exhibits one wave in y-direction. This behavior can be resolved as well in 
the amplitude coefficients of the Legendre polynomials (see Fig. 3 (b)). It can be seen that the polynomials 15 to 
32 represent a basic set for both diodes, but the polynomials 7, 9, 12 and 14 show clearly a deviation for both 
lasers. In comparison polynomials 7, 12 and 14 show higher amplitudes for laser 1 and describe the donut shape 
of the wave front. For laser 2 which has a wave appearing in the FA (y-direction) the polynomial 9 dominates. 
This polynomial indicates the modulation of the wave front in the y-direction. So the wave in the FA can be 
correlated to the polynomial coefficient as well as to the differences in the map of the two wave fronts.  

 Fig. 3: (a) Wave front map for two single emitters for a state of nearly Gaussian intensity distribution at 5Ith, (b) Amplitudes of Legendre 
polynomials with identification of the significant Legendre polynomials. 
 
The talk will describe the development of the wave front for changing working conditions of several laser di-
odes and will draw first conclusions on the modal structure of the laser under investigation.  
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Abstract 

Fluid dynamic and heat transfer special aspects are important in many fields of power units design. Intensifica-
tion of heat transfer may be achieved by using discrete roughness on heat-transfer area. Well known connection 
between surface heat transfer and fluid dynamics determines the importance of real-time experimental investiga-
tion of both processes. Now we present some significant results, acquired during development and probation of 
the new method which is based on combined use of PIV technology [1] and unique gradient heat flux sensors. 
In this paper the method is applied to investigation of heat transfer and fluid dynamics at the dimpled array.  

 

Fig. 1: Transverse Seebeck effect.    Fig. 2: PIV-diagnostic. 

 

Experiments were carried out in the closed-circuit wind tunnel. The wind tunnel test section is 870 mm 
length. Contraction cone outlet diameter is 450 mm. The wind tunnel is equipped with the water-air heat ex-
changer for maintaining of constant flow temperature. Free-stream temperature T∞ and velocity W∞ were meas-
ured by Testo 435-2 multifunction HVAC and IAQ meter. The longitudinal turbulent intensity was found to be 
less than 0.5 %. To obtain velocity field PIV system POLIS with the “ActualFlow” software application were 
used [1]. Heat flux was measured by gradient heat flux sensor (GHFS) invented at Peter the Great St.Petersburg 
State Polytechnic University (Russia) [2].  

 

Fig.	
  3:	
  Working section.	
   	
   	
   	
   	
   Fig. 4: Image from FLIR. 
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The operating principle of a GHFS [2] is based on a transverse Seebeck effect: when heat flux transits 
through a plate with anisotropy of thermophysical and thermoelectric properties, the thermo-electromotive force 
(thermo-EMF) occurs. Its direction  is normal to heat flux vector and proportional to heat flux rate. When the 
process is non-stationary thermo-EMF is formed in a thin skin layer of GHFS body (Fig. 1). 

The response time of our GHFS is about 10-8…10-9 s, that allows to consider GHFS almost free from transit-
time effects heat flux measurement unit. We used the GHFS made of a single crystal of bismuth, 99.99% pure. 
Sensor plan form dimensions were 2 × 2 mm, thickness was 0.2 mm, its volt-watt sensitivity was 11.6 mV/W. 
Sensor’s signal was measured by the specially improved light beam galvanometer. 

A model had a form of the hollow plate covered with spheric dimples. Volume relationship h/D was 0,2, di-
ameter D was 62 mm. The distance between the dimples longitudinally and in across-track direction was alike 
and totaled 7 mm (Fig 3). Model was made of brass and steel sheets of 0,2..0,4 mm. The model was heated with 
the steam with temperature close to 100°C. Isothermality of the dimpled surface was controlled by IR camera 
FLIR P640 (Fig 4). 

We have measured heat-flux per unir area in the dimples possessed from second to sixth chain. Fig. 5 Illus-
trates dependence of non-dimensional heat transfer coefficient inside the dimples. Heat transfer coefficient of ith 
chain is proportional to that one of 2nd chain. Heat ransfer coefficient decreases with number of the chain. Pro-
cesses in low Reynolds numbers (2100 and 4500) were differed from others. This fact can be connect to strong 
impact of natural convection. 

	
  

Fig. 5: Heat-transfer coefficient.     Fig. 6: Velocity fields. 

As is shown in literature [2, 3], the largest heat transfer coefficient on the dimple’s back edge is measured up 
where back streaming was strong. Fig. 6 illustrates the velocity fields for dimples on 2nd and 6thchains for 
Re = 1,3·104. However, midrange magnitude of velocity near the sensor altered slightly, back streaming side 
decreased great. This fact shows that the side of eddy generation inside dimple becomes smaller and heat trans-
fer coefficient declined. 
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Abstract 

During the installation and operation of large-scale objects, need to use angle measurement devices, such as 
optical-electronic autocollimators, which allow to control the deformation of objects [1-2]. The reasons for such 
deformations are own weight structures, as well as external weather conditions. After considering the optical-
electronic autocollimators on the market [3-4], can conclude that these autocollimators have insufficient dis-
tance measurement (up to 5 meters), one of the reasons of the limited distance is error due to vignetting of the 
reflected beam, because with increase in the measurement range, accuracy of the measurement is reduced, be-
cause there is no means of compensating beam vignetting. 

 
When the reflector turns an angle β due to the unequal vignetting of the reflected beam occurs asymmetrical 

redistribution irradiance of image in the plane of the autocollimator analyzer. As a result, the energy axis of the 
image shifts relative to the geometrical axis. As CCD fixes displacement of the energy center of image, and 
measured rotation angle of reflecting system is proportional to the displacement of geometry center, as vignet-
ting leads to measurement error [5]. 

 
Autocollimator beam has a complicated structure shown in Figure 1, there are the two areas – internal and 

external. The internal area is limited by a conical surface formed by the rays 4, 6 from the extreme points of the 
radiating mark that are directed to the optical axis of objective. The Lф distance from center of the exit pupil of 
the objective to the point K - the distance beamforming. From the outside, external area is limited to the conical 
surface formed by the extreme rays 3, 5 from the extreme points of the radiating mark, and the inside - internal 
conical surface. The cross section of collimator beam by plane which perpendicular to the optical axis of the 
objective has circular I and annular II zones. 

 
 

 
 

 
For increasing the measurement distance autocollimator should be considered a variant of the scheme where 

distance of location aperture diaphragm longer Lф distance, such measurement scheme called autoreflection 
scheme shown in Figure 2. The advantage of this scheme is increase the distance measuring autocollimator, and 
when turn the mirror in the process of measuring it occurs monotonically increasing error that can be compen-
sated [6]. 
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In this scheme, the distribution of the irradiance in the image described by a function of the following form 
[7]: 
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where r — the radius that defines the position of the point mark – in fact, the coordinate of a point on the axis 
OY. Computer original model based on this formula (1) shown in Figure 3. 

 
 
Because of the complexity of the analytical description of the vignetting processes proposes the use of com-

puter model shown in Figure 4. The simulation based on approximation according to which each point of the 
finite image of a source of radiation essentially is the focused area of intersection of the entrance pupil and the 
elementary beam reflected by a mirror, and its energy is proportional to integral (the general energy) on this 
area. 

 
As shown in Figure 4 model matrix analyzer is built as an array of pixel sensitivity A (128,128). The model 

image on analyzer is built in the form of a circle array B (64,64) and values of the elements in the array center is 
equal to 1. Other values of the array elements are reduced to zero by the end of the array in accordance with the 
function )1()1(),( yxyxE −⋅−=  where x, y ranges from 0 to 1, where 0 matches the center of the array, and 
1 – the edge of the array. By comparing the approximate computer model with the original found that deviation 
is an insignificant, because the difference between the models does not exceed 0.1%, and this model can be used 
in further research. 

 
For constructing systematic error compensation algorithm was reviewed three cases of displacement vignet-

ting area on matrix analyzer due to the rotation control element (mirror). Based on the received dependences, it 
is seen that the vignetting error for the first case equal to 0.5 % (0.08 CCD pixel), and for the second case, the 
error is 16% (2.6 CCD pixel). Using this algorithm compensation systematic error due to vignetting reduced to a 
negligible value, that allows to increase the working distance of commercially available autocollimators in 1.2-
1.5 times. 
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Abstract 

This paper presents a mathematical analysis of the PGC-scheme output signal distortions based on a crosstalk 
influence. Conventionally, the inline fiber optic sensor arrays are used in geophysical explorations, underwater 
security systems, multifunction sonar systems, seismic stations [1]. But those sensor systems are usually based 
on a fiber Bragg gratings (FBG), which results in the appearance of crosstalk impulses [2,3]. The principle 
scheme of the inline fiber optic array based on two sensors and timing diagrams are illustrated in Fig. 1.  
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Fig. 1: The principle scheme of inline fiber optic array based on two sensors and timing diagrams 

According Fig. 1, the laser produces the light impulse, which propagates along the fiber and arrives on the com-
pensating interferometer (CIF). The light impulse splits on two pulses: the first pulse passes through a phase 
modulator in the short arm of the interferometer, the second pulse goes through the long arm of the interferome-
ter equal to the double length of the sensor. As shown in the timing diagram the first pulse is marked with green 
color and the second pulse is indicated with blue color. There are two pulses after the CIF that does not overlap 
each other because of the path difference in the CIF. After that, pulses pass into sensor array, where they reflect 
from the first FBG successively. Two transmitted pulses go through the sensing fiber and are divided in two 
groups: the first one is reflected from the second FBG and the second one is transmitted through the second 
FBG. Impulses from the third FBG are produced in the same way. Further, pulses from the long arm of the in-
terferometer which are reflected from the previous FBG and pulses from the short arm which are reflected from 
the current FBG will interfere. Interferometric impulses will be formed. Those pulses will arrive at the photode-
tector (PD) in the different time slots and will contain the measured phase signals from the sensing fiber. How-
ever, the interferometric pulse at the 2τ time slot is produced by three pulses. The two of those impulses are 
generally called as primary pulses [3,4], because they are reflected only one time from the second and the third 
FBG respectively and contain phase signals from the sensors. The third pulse reflects three times: one time from 
the second FBG and two times from the first FBG, it’s usually named as crosstalk pulse. Thereby, this pulse 
comes on the PD at the 2τ time slot. So the interferometric pulse at the 2τ time slot can be represented as: 
( ) ( ) ( ) ( )3322233232 cos2cos2cos22 ϕϕϕϕϕϕτ −+−+−+++= crcrcrcrcr IIIIIIIIII   (1) 

where ( )τ2I  - the interferometric pulse light intensity at the 2τ time slot, 2I - the primary pulse light intensity 
reflected from the second FBG and passed through the long arm of the interferometer, 3I - the primary impulse 
light intensity reflected from the third FBG and passed through the short arm of the interferometer, crI - the 
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crosstalk impulse light intensity reflected three times, 2ϕ , 3ϕ and crϕ - the phases of two primary pulses and 
the crosstalk pulse respectively.  

As can be seen, the interferometric impulse at the 2τ time slot contains three components with different phase 
differences. Only one of them comprises the measured phase signal from the second sensor. Other components 
contain the measured phase signal from the first sensor and the phase difference between phase signals from the 
first and the second sensors. After the PD signals are digitized by the ADC, and then they pass into the demodu-
lation scheme PGC-Atan [5,6]. 

The primary goal of this study is the mathematical analysis and simulation of the crosstalk influence on the 
output signal from the PGC-Atan algorithm and methods for its reduction in the inline fiber optic sensor array. 
MATLAB software environment was used for modeling crosstalk influence on the output signal and methods 
for its reduction, and the FDATool module (Filter Design and Analysis Tool) was used to create digital finite 
impulse response filters (FIR), as well as Simulink environment was used to create the waveform of reflected 
pulses. All mathematical transformations of investigated algorithms were described using a scripting language 
of MATLAB environment. 
Output signals from sensors after the PGC-Atan demodulator are shown on the Fig. 2.  

 
Fig. 2: The outputs sensors signals and their spectra 

During the simulation, the phase signal with the amplitude 1 radian and the frequency 500 Hz was applied to the 
first sensor. Nothing was applied on the second sensor. However, as shown in Fig. 2, the crosstalk phase signal 
at 500 Hz with the amplitude of 13.56% from the original signal amplitude was received on the second sensor 
due to the impulse multi-reflection effect.  
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Abstract 

Fiber-optic gyroscope (FOG) is a device that measures the angular velocity. It is widely used in navigation sys-
tems as well as systems used in the orientation and position stabilization of objects in space. FOG operating 
principle is based on Sagnac effect. Basic FOG sensing element is the optical fiber coil (depending on the nec-
essary parameters FOG fiber length can be up to several kilometers). Angular velocity is estimated by measur-
ing the difference between the phases of the beams propagating in two opposite directions through the fiber 
(Fig. 1). Changing environmental conditions affect the optical characteristics of the main elements of the FOG, 
which can lead to spurious phase difference, i.e. incorrect detecting of angular velocity magnitude. According to 
[1-5] the temperature is one of the most important factors influencing the accuracy of FOG, so the thermal drift 
is necessary to take into account for designing FOGs with desired navigation accuracy. 

Light	
  source Optical	
  splitter MIOS

Photodetector

 
Fig. 1. Basic scheme of FOG using Sagnac effect. 

In a large number of Russian and foreign works published over the last decade authors describe the successful 
use of neural networks in solving problems that are difficult to formalize and algorithmization of systems with 
unexplained behavior in various fields of science and technology. There are new scientific publications describ-
ing the current theories and approaches to the construction of artificial intelligence and neural networks. Analy-
sis of these publications suggests the high prospectivity of neural networks usage in the instrumentation, par-
ticularly in the problems of temperature drift compensation. 
In this paper, we consider the use of neural networks in the problem of compensation for the thermal effects on 
FOG. 
Artificial neural network (ANN) is a mathematical model based on the principle of biological neural networks. 
By analogy to biological networks, ANN consists of mathematical neurons, each of which is a set of weighted 
inputs and one output. The output value is calculated as nonlinear function (activation function) of the sum of 
products of input values and the corresponding weighting coefficients. Various tasks can be solved by using 
different types of networks, that can be designed by recombining neurons between themselves and changing 
activation function (Fig. 2). The weighting factors are calculated using a learning algorithm. 
 

A B C  
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Fig. 2. Different types of artificial neural networks: perceptron (A), neural network with full connections (B), recurrent neural network (C). 

For compensation of thermal drift temperature sensors were installed in different parts of the coil. This allows to 
check not only average temperature of the whole device, but also to check all main temperature gradients inside 
the coil. 
To investigate the thermal fields in FOG it was placed inside the heat chamber where temperature varied by 
different pre-defined laws in a given range. Despite the fact that the device has been installed on a fixed base a 
variation of FOG signal was observed. FOG signal variation in this experiment represents a mistake induced by 
temperature drift. Data sets were recorded several times and separated into training sets and test sets. First ones 
are used to teach network to calculate the error depending on the temperature. Then, test sets were used to check 
quality of network calculations. The results of this study are presented in the work. 
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Abstract 

Laser-based measurement techniques are powerful tools for the investigation of complex combustion processes 
because information about temperature and species concentrations can be generated non-invasive with a high 
local and spatial resolution. One of these tools is coherent anti-Stokes Raman scattering (CARS) which has 
often been used for temperature measurements even in harsh combustion systems (see e.g. [1, 2]). For sooting 
flames well-known problems are interferences between the C2-radical absorption/emission lines and the vibra-
tional CARS signal at a wavelength of around 473 nm, the usual N2 signal-wavelength when a frequency-
doubled Nd:YAG laser is applied. This interaction of the C2 Swan bands and the vibrational CARS signal leads 
to a falsification of measurement results and a significant error in temperature determination [3].  

To overcome this problem, different CARS setups have been proposed in the past [4-6]. The rotational 
CARS approach has already been used for thermometry in sooting flames [4]. Nevertheless it is well known that 
the accuracy and precision for rotational CARS temperature measurements at flame temperatures is not as good 
as for vibrational CARS [7]. An alternative is the relatively complex dual-pump vibrational CARS approach. 
Such a setup is equipped with an additional narrowband dye laser which leads to a frequency shift of the vibra-
tional CARS signal [5]. For the so called three colour or shifted vibrational CARS approach also an additional 
narrowband dye laser is necessary [6]. Such a narrowband dye laser is expensive, needs maintenance and is not 
easy to realize for ps-laser excitation.  

In this work, we propose a novel setup for vibrational CARS thermometry in sooting flames, where a 
Nd:YAG laser pumped Raman crystal is used as an additional narrowband light source. Such Raman crystals 
have been investigated in the past for several applications [8, 9] even for combustion diagnostics [10]. Neverthe-
less, this is the first application for CARS thermometry. An undoped potassium gadolinium tungstate 
(KGd(WO4)2) is tested as a narrowband light source in a shifted vibrational CARS setup. With this setup Tem-
perature measurements were performed in a laminar sooting ethylene/air flame established on a McKenna burn-
er. The results were compared to standard vibrational CARS and rotational CARS temperature measurements.  

The three colour CARS setup is based on three light sources. One part of a narrowband frequency-doubled, 
picosecond pulsed Nd:YAG solid state laser is used in the CARS process and one part is used as a pump source 
for a broadband dye laser. Additionally a third part of the frequency doubled Nd:YAG laser beam is used to 
pump a KGd(WO4)2 Raman crystal. The output wavelength of the KGd(WO4)2 Raman crystal is 558 nm. This 
narrowband laser beam was used as a second pump beam in the vibrational CARS process resulting in a N2 
vibrational CARS signal at 494 nm. The polarization of the three laser beams are controlled by Glan-air polariz-
ers. The phase matching condition was realized by an USED-CARS geometry. Therefore a hole mirror was 
placed into the Nd:YAG laser beam to create a donut-like beam profile. The inner part of the Nd:YAG laser 
beam crossing this hole mirror is used for pumping the dye laser and the Raman crystal. A dichroic mirror sepa-
rated the first Stokes emission of the Raman crystal which was used in the CARS process from the pump beam. 
Higher stokes orders were separated by a short pass filter. All three laser-beams were focused with a lens with a 
focal length of f = 100 mm. The laser beams and the generated CARS signal were collimated by a further lens 
(f = 100 mm). Due to the USED-CARS geometry it was possible to generate the standard vibrational, the three 
colour vibrational and the rotational CARS signal simultaneously. Dichroic mirrors were used to separate the 
signal beams from the three laser beams. For rotational CARS a polarization scheme was used to suppress the 
smeared vibrational CARS signal. A half-wave plate in the detection path allowed to align the polarization of 
the CARS signal for maximum efficiency of the spectrometer. The CARS signals are finally focused on the 
entrance slit of the spectrometer and recorded by CCD camera. The flame measurements were performed in a 
laminar sooting ethylene/air flame established on a McKenna flat-flame burner. The equivalence ratio for the 
ethylene/air mixture was 2.3. An outer co-flow of air of 15 l/min was used to stabilize the sooting flame. The 
potential of this shifted vibrational CARS setup based on a KGd(WO4)2 Raman crystal is demonstrated in a 
sooting ethylene/air flame. As an example two shifted vibrational CARS spectra taken in room air and in the 
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laminar ethylene/air flame are shown in Figure 3 together with the corresponding best fitting theoretical spec-
trum. 

 

 
Figure 3: Shifted vibrational CARS spectra taken in room air (a) and in a laminar sooting ethylene/air flame (φ = 2.3) (b) with their 
corresponding best fitting theoretical spectrum. 
 
For comparison temperature profiles were taken for all three different CARS techniques. In Figure 4 the 

temperature mean values of 1000 single shot measurements are shown for standard vibrational CARS, rotational 
CARS and three colour vibrational CARS. The temperature profiles for rotational and three colour vibrational 
CARS are in excellent agreement. The standard vibrational CARS measurements are obviously influenced by 
C2 interferences. 

 

 
Figure 4: Temperature profiles of an ethylene-air flame (φ = 2.3) for the CARS approaches; standard vibrational CARS (VCARS), three 
colour vibrational CARS (SVCARS) and dual-broadband pure rotational CARS  (RCARS) 
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Abstract 

This study presents a fully functional algorithm based on circle Hough transform which enabling to expand the 
metrological performance of the angle measuring sensor by addressing the problem of malfunction of the device 
when the marks overlapping. In order to increase the number of measured angles (two or three) in autocollima-
tion angle measuring sensor used a control element is different from a flat mirror. These control elements in-
crease the number of measured angles and the expense of the small ratio of the optical reduction improves the 
accuracy of the device, and in some cases even reduces its overall dimensions. However, when using such con-
trol elements, in the plane of the image analysis may happen marks overlapping which make it impossible to 
measure the angles. Application of the proposed algorithm significantly reduces the malfunction of the device 
and the area keeps functionality with the overlapping marks. 

The study considered ready to use the algorithm allows solving the problem of inoperability autocollimation 
angle measuring sensor at the marks overlapping. The controlled object is a passive reflector, and on the base 
object is located autocollimator sensor. Sensor with the eyepiece attached to it for lighting grid and registering 
its reflection from the reflector on the object. This system is the most preferred because it does not require a 
power supply at the control point. It simplifies and reduce the cost of installation the entire system [1,2]. The 
sensor consists of emitting optic-electronics channel and a receiver with a microprocessor. Emitting channel 
generates an optical beam that falls on the reflector. Optical electronic receiver meant for registration of optical 
radiation from the control element and measuring its parameters, which determine rotation angles of the object. 
When the reflector element rotates on angles Θ1 and Θ2, the reflected beam has deviated from the original direc-
tion. As a result the image shifts on the matrix photo-receiver of the autocollimator. The microprocessor calcu-
lates video frames from the matrix photo-receiver and determines the shift of the image. Angular coordinates Θ1 
and Θ2, of the reflector, are determined as a result of this processing. The initial stage of the calculation of the 
angles Θ1 and Θ2 is to determine the center of the marks registered by the system. Using the control elements 
different from a flat mirror creates a situation when in the image plane will mark overlap with each other. In this 
connection, the question arises what should be the distance between the centers of the marks in order to save 
serviceability and accuracy of the measurement system. 

 

Fig. 1: The images on the photodetector 
matrix: 1, 2 – before the rotation of the 
reflector, 1 'and 2' - after the rotation. 

To study the possible solution of this problem has been developed and implemented a model for the processing 
of overlapping arrays of irradiance in technology MatLab. This model has allowed to investigate the influence 
marks overlapping on the measuring accuracy of the coordinates. The algorithm is based on the idea to use the 
Hough transform. Hough Transform can solve the problem of determining the boundaries of the object with a 
strong image noise[3,5] and the problem of grouping boundary points by the use of particular voting procedures 
[4] to a set of parameterized objects in the image. This is particularly important when it is necessary to detect 
objects whose boundaries are crossed. For this purpose use the so-called Accumulation array that detects the 
presence of the required object. The dimension of the Accumulation array is equal to the number of unknown 
parameters of the Hough space. In the case of circular marks, the number of unknowns is equal to three. This 
will be the X and Y, and the radius of the mark that known to us only approximate or unknown at all. The algo-
rithm is sufficiently flexible and can correctly measure the marks centres while ignoring the various parasitic 
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reflections, the inhomogeneity of the background and etc. For each point and its neighbours algorithm deter-
mines whether the weight of the boundary at this point is sufficient. This method is based on an assessment of 
the normal orientation of the voting contour points. The first step of the process is finding edge pixels surround-
ing the perimeter of the object. For this purpose used evaluation of the amplitude and direction of the gradient 
vector. The voting contour point is considered in terms of high modulus gradient. The second step for each edge 
pixel is used position estimate and the orientation of the circuit in order to evaluate the centre of a circular object 
of radius R by the movement over a distance R from the edge of the pixel in the direction normal to the contour 
(i.e. in the direction of the gradient vector). If this operation is repeated for each edge pixel will be found a vari-
ety of positions alleged points of the centre, which can be averaged to determine the exact location of the centre 
[6]. After that, we used a threshold filter and search of the local maximum in the accumulator array to determine 
the centres of the circles. 

  
 

Fig. 2: Accumulation array  Fig. 3: 3D view of the accumulation 
array 

Fig. 4: Original image 

In Fig. 2, and 3, is presented the accumulator array which is turned in the processing of the Fig. 4. This is clearly 
demonstrates how the algorithm working. The algorithm also passed the functional test, the result of which is 
displayed in the Fig 5, 6, 7. 

   
Fig. 5: Original image Fig. 6: 3D view of the original 

image 
Fig. 7: 3D view of the accumu-

lation array 
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Abstract 

The current discussions about nitrogen oxide (NOx) emission from diesel engines (CI engines) and high concen-
trations of NOx in cities shows the need for action to reduce this emission. The reduction of NOx is very im-
portant, because these pollutants have negative impacts on human health as well as on the environmental. Mod-
ern combustion engines need to fulfill increasingly stringent exhaust gas guidelines in the next few years (see 
e.g. [1]).  
The entire engine combustion system has to be even further optimized, that their exhaust gas emissions remain 
below the ceilings given by different international gas guidelines. Therefore optical measurement techniques are 
an excellent tool and are used more and more [2]. The challenge of many optical measurement techniques is the 
usage of large optical windows to get access to the combustion chamber. Such modifications are not possible for 
production engines, because of their compact design. In this context the data acquisition needs to be obtained 
from technically unchanged engines. Such measurements are of utmost importance, because the achieved results 
can immediately be integrated in current developments. Consequently a stronger consideration of research espe-
cially on production engines is required for a better understanding of the internal combustion process, like mix-
ture formation, temperatures etc. 
 
The aim of this work is the further development of an new optical in-situ sensor system for technically un-
changed combustion engines. The main parts of the ESS system are a probe head designed for in-situ measure-
ments of the combustion chamber, an optical fiber and a spectrometer system. This emission spectroscopy bases 
sensor system (ESS) is able to detect light from the combustion process with a spectral range from UV to NIR 
simultaneously. The system setup offers the possibility to detect chemiluminescence signals as well as soot 
emission spectra, whose occurrence is typical for Diesel engines. In this case the corresponding soot emission 
spectra can be used to determine a integrated global combustion temperature based on a Planck´s law. The 
wavelength dependence of the complex refractive index of soot was taken into account using the expression 
given by MICHELSEN [3]. The accuracy of the sensor system was tested at a laminar premixed ethene/air flame 
(φ = 2.3) and compared to measurements achieved by the coherent anti-Stokes Raman spectroscopy (CARS). 
The temperature difference was found to be less than 60 K. A first application test has been performed at a 1.6 l 
80 kW PSA Diesel engine on a test bench. [4]  
Now the ESS system has been integrated in the test bench control and measurement unit. Now the results of the 
emissions spectroscopy can be used to characterize the internal combustion process in addition to common 
measurement techniques like engine indicating, temperature measurement using thermocouples etc. Because 
thermocouples were installed in exhaust manifolds, they are only able to measure the temperature of the exhaust 
gas. It is obvious that the exhaust gas is cooler then the temperature of the internal combustion and because of 
that, this temperatures offer indirect information about the combustion process only. By contrast the ESS system 
detects light of the combustion during the combustion process. Because of that reason, the results of this meas-
urement technique can be used for a characterization of the combustion directly.  
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Abstract 

The detection and treatment of strokes has an increasing interest not only for adults but also for children and 
young people. EEG (Electroencephalogram) recording is very essential for stroke understanding as well as epi-
lepsy which is defined as the recurrent paroxysmal transient disturbance of brain function due to disturbance of 
electrical activity in the brain, where the disturbance is unrelated to infection or acute cerebral insult. The dis-
turbances may be manifested as episodic impairment or loss of consciousness, abnormal motor phenomena, 
psychic or sensory disturbances, or perturbation of the autonomic nervous system. The main causes are the 
followings: In about 60% of cases (in developed countries) there is no known cause. Of the remaining 40%, the 
following are the most frequent: Head trauma, especially from automobile accidents, gunshot wounds, sports 
accidents, falls and blows at work or in the home; the more severe the injury, the greater the risk of developing 
epilepsy - Brain tumor and stroke - Poisoning, such as lead poisoning. Many people each year are reported to 
suffer seizures caused by alcoholism and pollution - Infection, such as meningitis, viral encephalitis, lupus 
erythmeatosus and, less frequently, mumps, measles, diphtheria and others - Maternal injury, infection or sys-
temic illness affecting the developing brain of the fetus during pregnancy. 

There are many attempts to block epilepsy reactions: pharmacological approach and hardware one.  The se-
cond aspect is now very interesting since the first approach produces an addiction that leads to an inability  of 
physiological organs to be able to accept drugs for a long time. The second approach is based on a sensing sys-
tem which must be bio-implantable. Sensing devices and bio-implantability are  a major gage for a correct ac-
quisition and processing of EGG features [1] as indicated in Fig.1. Moreover the hardware approach allows also 
to design and fabricate implantable systems able to intervene as anti-surge for lowering and smoothing high 
peaks from strokes. The anti-surge model is the main scope of this paper and the system is located under the 
skull [2]. It is a complete system designed according to nanotechnology principles as depicted in Fig.2. This 
system, with dimensions of 3cm x 4 cm, is related to  recording, transmitting and creating anti-surge reaction. 

 
 

           
 
Fig. 1: A neurorecording system based on microtechnology [1].                                       Fig. 2: Position of a the new implantable sys-

tem.                                         
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The system hereby illustrated uses micro and nanotechnologies with some components  in SMT but most of 
them are in nanotechnology. Once the signal, from nerves, is acquired, it is managed by a multiplexer (similar  
to ADG1408/ADG1409) [3].  A complex of 8 operational amplifiers or 2 quad-amplifiers (LM124 series) [4] is 
used to amplify the captured signal to be sent to the processing unit and system control that consists in a micro-
controller PIC18F2XK20 series with  nanowatt XLP Technology [5]. This microcontroller, once programmed in 
an appropriate way, is able to deliver a pre-stored counter-signal capable of blocking pre-ictal and ictal levels 
that provoke impairments to the person under test. The  PIC (programmable interface controller) has a special 
configuration for this purposes. A Wi-Fi system, antenova A5839 [6], is used to transmit data to an external 
computer. 

 
 

           
Fig. 3: Overview of the new implantable system.                                 Fig. 4: 3D transparent view of some components. 
 
 

  

The attention of this research is paid for sudden changes in brain electrical signals that could not be removed by 
pharmacological care because of resistance opposed by the epilepsy, for example refractory one. That is why 
there is a dedicated topic regarding RNS (Responsive Neuro Stimulator) [7] and VNS (Vagal Neuro Stimulator) 
[8]. We are working on the development bio-systems capable of recognizing an epileptic crisis during EEG 
registration and to stop it during its arising thanks to electrical  pulses emitted by  the bio-device (sensor) im-
planted in the cerebral cortex to follow the medical examination. This technique is generally called RNS (Re-
sponsive Neuro-stimulator).  The main current troubles are due to crisis monitoring and cluttering. This latter 
could be due by excess of sensitivity. The RNS,  implantable device, constantly monitors electrical activity of 
the brain, gets accustomed to what is normal for that patient and, when it detects activity that is abnormal, with-
in a few milliseconds, sends out a small electrical stimulus to stop it. All electrodes are designed thanks to nano-
technology. 
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Abstract 

The aim of this work is a further development of a stable technique for calculating X-ray tomograms on the 
basis of processing the data obtained by means of sensors and detectors. The technique is based on solving the 
2-dimensional Fredholm integral equation of the 1st kind of convolution type instead of the traditional technique 
based on solving the non-standard Radon integral equation. 

Introduction. On the basis of processing the data obtained via sensors, transducers and detectors, it is possi-
ble to perform a diagnostics and monitoring of medical and other objects. For example, in the X-ray computer-
ized tomography (CT), data processing consists in solving the Radon integral equation [1–4]: 
 ∫

θ

θ=
),(

),(),(
lL

lqdsyxc ,  (1) 

where c(x, y) is desired substance density in some cross-section, q(l, θ) = – ln[I(l, θ)/I0], I0 is the intensity of the 
emitted tubes, I(l, θ) is the intensity on a detector, (x, y) are coordinates in fixed coordinate system connected 
with a substance, and (l, θ) are coordinates in rotating coordinate system connected with a frame containing 
tubes and detectors. Let us consider the parallel scanning. 

Equation (1) is non-standard, since  
• a kernel is absent,  
• the integral is one-dimensional, but the functions c(x, y), q(l, θ), I(l, θ) and L(l, θ) are 

two-dimensional, 
• there are no explicit limits of integration,  
• the integrand c(x, y) depends on x and y, but the integration is performed over s along 

the line L(l,θ).  
This creates difficulties when solving the Radon equation (1). Nevertheless, such methods of solutions have 

been developed as the convolution and back projection method in the form of filters of Ramachandran–Laksh-
minarayanan, Shepp–Logan, Troitskii, et al. [3], some of which have been implemented in commercial comput-
erized tomographs.  

Example. Fig. 1 shows an example of modeling the function q(l, θ) (direct problem) by means of MatLab-
function radon.m [5] and obtaining the tomogram c(x, y) (inverse problem) by means of m-function iradon.m [5] 
by the convolution and back projection method. We see, that the high-quality tomogram I is obtained.  

 
Fig. 1. P — initial density distribution c(x, y);  q — modeled function q(l, θ);  I — obtained tomogram  

The technique based on solving the Fredholm equation. In [1,2], non-standard Radon equation (1) has 
been transformed to standard two-dimensional first-kind Fredholm singular equation of convolution type [3,4]: 

 ∫ ∫
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where  
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Equation (2) has a standard form. In it, the difference kernel is 
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yxK
+

= . (4) 

Solving equation (2) by the method of Fourier transform with regularization. Methods for solving equa-
tion of the type (2) are developed in detail [3, 4, 6, 7]. The main method is a method of 2-dimensional Fourier 
transform with Tikhonov regularization (since the problem for solving the equation (2) is ill-posed). According 
to this method, the solution of equation (2) is [3, 4] 
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where α > 0 is the regularization parameter, p ≥ 0 is the regularization order, and  
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are the Fourier transform (FT) of the kernel K(x, y) and the right-hand side S(x, y). Parameters α and p can be 
chosen by visual estimating tomogram, as well as by using different ways for their choice [6, 7].  

Solution discretization. In practice, the foregoing continuous relations must be implemented in discrete 
form. To increase efficiency, we offer to take into account the following conditions:  

1. One cannot connect the CFT and DFT in one program, namely, determine FT of S(x, y) using 
the m-function fft2.m [5], i.e. use DFT (discrete FT), and determine FT of kernel K(x, y) using ana-
lytical formula (7): ωπ=ωω 2),( 21K

⌢
, i.e. use CFT (continuous FT). One should calculate FT of 

K(x, y) also in the form of DFT using the m-function fft2.m. Furthermore, the function K must be 
executed in the form of K(i,j), but not K(x,y), since the DFT uses only numbers of variables.   

2. To speed up the computations, one should use a matrix M instead of m-function K.m (since 
MatLab is oriented to the matrix calculations).  

3. When calculating the DFT, it is necessary to perform calculations on the so-called main inter-
val ],0[ maxω∈ω  [4] or even on the half-interval ]2,0[ maxω∈ω .  

4. The kernel K(x,y) according to (4) may become infinite at x = y = 0, so we offer: 
β++= 221),( jijiK , where β > 0 is some small addition.  

The use of these conditions appreciably improves a technique for tomogram calculating. 
Software and the results of modeling. In the framework of the programming system MatLab, a software 

has been developed, namely, the main program IeFred2.m and m-function K.m for calculating the CT-tomo-
grams via solving Fredholm equation (2) by method of 2-dimensional DFT and Tikhonov regularization. We 
also used the m-functions radon.m and iradon.m embedded into MatLab. With them, a series of tomographic 
images was calculated, their histograms were built, sharpness was increased, etc.  

Fig. 2 shows the result of the direct problem solution, namely, calculating S(x, y) according to (3) (in the 
discrete form), where q(l, θ) is taken from Fig. 1. Image S and its histogram are obtained. The image S is ob-
tained pale. To improve it, the histogram alignment (equalization) is used with the help of m-function histeq.m 
[5]. We obtain the improved image Sh and its aligned histogram (Fig. 2).  

Further, we solved the inverse problem, namely, tomogram calculating by solving Fredholm equation (2) by 
two-dimensional FT and Tikhonov regularization according to (3)–(8). Fig. 3 shows regularized tomographic 
image (tomogram) cα(x, y) according to (5) and its histogram, as well as the improved tomogram cαh(x, y) at the 
expense of histogram equalization.  

Conclusion. Comparison of the results shown in Fig. 1 (solution of Radon equation (1)) and in Fig. 2–3 (so-
lution of Fredholm equation (2)) leads to the following conclusions. 

1. The original function q(l, θ) is completely different from the desired solution c(x, y) (Fig. 1), 
and S(x, y) (Fig. 2) is image c(x, y) diffused by the function 221 yx + , therefore, S(x, y) is like 
c(x, y) (though with a diffusion) and S(x, y) is a good initial approach to c(x, y).  

2. The quality of restorating the image c(x, y) in Fig. 3 is lower than in Fig. 1. This means that it 
is necessary to improve the technique based on solving the Fredholm equation.  
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Fig. 2. The direct problem. Calculating S(x, y) in discrete form and Sh(x, y) after histogram equalization. 

 
Fig. 3. The inverse problem. Obtaining tomogram by solving Fredholm equation (2)  

using method of 2-dimensional DFT and Tikhonov regularization 
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Abstract 

In minimally invasive surgery, tools go through narrow openings and manipulate 
soft organs that can move, deform, or change stiffness. There are limitations on 
modern laparoscopic and robot-assisted surgical systems due to restricted access 
through Trocar ports, lack of haptic feedback, and difficulties with rigid robot tools 
operating inside a confined space filled with organs. Inspired by the octopuses 
movement the STIFF-FLOP project created a soft robotic arm that can squeeze 
through a standard 12mm diameter Trocar-port, reconfigure itself and stiffen by 
hydrostatic actuation to perform compliant force control tasks while facing unex-
pected situations. 

To monitor and control the STIFF-FLOP arm the video data of the surgeon’s endo-
scope is recorded and evaluated. After colour and distortion corrections, the robot 
arm has to be detected in the images. The challenge here is in the detection of a 
flexible arm which changes its shape and size during the movement, as well as the 
fact that the visible section of the arm can vary in the endoscope image. With the 
aim to develop an automated learning and recognition method with high perfor-
mance, a texture-based pattern recognition and classification method based on 
Support Vector Machines [3] has been implemented. The basic idea is to divide the 
image into small rectangular parts which are classified as object or background.  

The next step is to calculate the spatial position of the manipulator in camera coordinates. Therefore, the centre 
line of the detected object is identified and the diameter is calculated accordingly. Based on this information the 
x and y coordinates can be extracted from the pixel coordinates, the distance of the object to the camera’s opti-
cal centre is calculated based on the determined diameter.  

The implemented machine learning STIFF-FLOP arm detection algorithm has shown a good identification of 
the manipulator. In order to integrate the vision system into the control loop, it was necessary to detect the con-
nection points of the manipulator. Therefore, another approach has been chosen to enhance the position detec-
tion of the connecting elements containing the force/torque sensors which are used to control the manipulator. 

The idea is to place unambiguous markers on the rigid connectors that are easy to detect and which imply a 
fixed offset to the centre of the manipulator. Reproducible results were achieved by the application of green ring 
markers as displayed in Figure 3. The idea is based on an algorithm for camera calibration with two arbitrary 
coplanar circles [1]. 

 

 

 
 

 

 

Figure 1: STIFF-FLOP Manipulator 

Figure 2: (l) detected parts of the STIFF-FLOP arm, (r) Surveyed manipulator Figure 3: Manipulator with ring markers 
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The detection process is visualized in figure 4. As a first step a 
mask containing all the green coloured areas of the video image 
is generated (b). This mask is the source for a standard contour 
detection algorithm. The detected contours are filtered based on 
a set of rules eliminating noise and other unsuitable objects so 
that only sections of ring-like objects of a suitable size should 
reach the next step (c). 

The remaining contours are split into a concave (d, blue curve) 
and a convex (d, red curve) part. Each of them is now treated 
like the visible part of a closed elliptical shape. 

Unfortunately, the contours cannot be used directly to determine 
the parameters of an ellipse, because they are quite noisy and 
therefore the ellipse parameters are oscillating in a wide range.  

A RANSAC [2] approach seems suitable to improve the results. 
10% of each contour’s points are selected and fed into a least-
square-error algorithm to define the ellipse’s parameters. The 
resulting ellipse is compared with the contour as a whole and the 
average error is evaluated. If the ellipse fits well, the parameters 
are stored – if not, another set of points is generated as a basis 
for the parameter calculation. The results can be seen in (e). 

The determined ellipses can be seen as projections of 
circles. Knowing the circles diameters, the calcula-
tion of those circles’ poses in space is possible (f). 
Although the orientations of these generated poses 
are ambiguous, the position helps to determine the 
position of the STIFF-FLOP connectors in space.  

Both algorithms have been verified in an experi-
mental setup which is shown in figure 5. The ma-
nipulator is located in the middle; the left monitor 
shows the recorded video stream. The right monitor 

shows a simulation of the manipulator based on the 
model that is used for controlling the manipulator.  

The detected position of the connectors is compared to the positions of the control model. If a deviation, which 
might be caused by external forces which are applied, is detected, the deformation is recognized by the optical 
tracking system and an alarm signal is displayed by colouring the simulated arm in red. 
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Figure 4: Ring marker detection sequence 

Figure 5: Verification of results 
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Introduction 

This paper presents and compares common methods for calculating the scaling factor of X-ray images and re-
veals their basic technical difficulties, accuracy and error sources. Finally a new approach is introduced which is 
based on a stereo camera system used to identify the magnification in anterior-posterior pelvis images for hip 
application, considering the geometry of X-ray apparatus while minimizing errors by foreclosing the well-
known central issues of all the conventional methods. In cases of using X-rays for preoperative planning, like in 
our application, to prepare total hip arthroplasties it is indispensable for correct choice of implant components to 
identify accurately the correct scaling. Acquired X-ray images are always afflicted by a scaling factor due to the 
perspective central projection (Fig. 1) of the human body to the X-ray film or image receptor. This is caused by 
the divergent, conical beam emitted by the X-ray source, representing the projections focal point in the tip of the 
cone. Thus, projections of objects and measured sections are scaled up to a certain extent. All objects in one 
plane parallel to the film appear with the same magnification [1] not affected by the exact position in this plane. 
Hence, magnification can be assumed as only dependant on the planes distance to the film, so there is just one 
scaling factor to be identified. 

State of the art 

There are various approaches to find out the magnification and improve the scaling process.  
The existing methods can be divided in three main groups according to principle:  

Assumption of constant scaling factors for all patients: In this case a scaling factor mean value, depending 
on device specific dimensions of X-ray apparatus, is applied. King et al. [2] observed a mean error of 2.4% at 
118% and Riddick et al. [3] reported 2% mean error at 127% constant magnification factor. Both stated a mag-
nification range from 113% respectively 116% to 132% leading to maximum errors of 19% and 11%.  

Placing one or more radiopaque calibration bodies in the beam: Several designs of calibration bodies are 
described, e.g. rulers, discs or coins, single affixed on the skin [4] or multiple fixed in a mount [5] and spheres 
with diameters between 20 and 30 mm [2,3,6,7] mounted, height adjustable either in a tube, special stand or 
strap holders (Sectra Calibration Tool) or on goosenecks e.g. Voyant Mark (Brainlab) or Aktual Evo (J2 Medi-
cal). All these are meant to be placed beneath or between the legs exactly in the same plane as the hip joints 
centers i.e. the scaling plane (Fig. 1). Mean errors are reported between 1.12% [5] and 4.8% while occurring 
24.7% in the worst case [2]. The approach according King et al., using two marker groups, leading to nearly 
similar results, but preventing large outliers [2]. 

Geometric approach: With given dimensions of an X-ray apparatus it is also possible to determine the scal-
ing factor based on the 2nd intercept theorem. According to Heinert et al. measuring the plane-detector or plane-
table distance with e.g. with a ribbon, combined with the source-detector and table-detector distance given from 
the data sheet of the X-ray (Fig. 1), leads to mean errors of 1% (maximum 10%) [7]. 
In all pre-described methods the procedure to determine the plane of the hip joints is either carried out through 
statistical considerations or by palpating the greater trochanter as position reference, mostly with internally 
rotated leg. Therefore accuracy is highly dependent on operator experience, anatomical conditions and legs 
position. For those reasons it is difficult to define the exact scaling plane.  

New alternative using a stereo camera system 

We developed a method that determines the hip joint rotation center, employing a stereo camera system (Axios 
3D Services GmbH, CamBar2), to define the scaling plane without the need for palpating the trochanter. This is 
done by noninvasively attaching a reference body (DRB), which can be recognized and located by the camera, 
to the distal part of the thigh. Then, while moving the leg through the range of motion, the camera tracks and 
records the DRB´s positions (Fig. 2). Due to the ball joint character of the hip joint, all collected points are lying 
on a spherical surface as part of a sphere. The spheres center can be calculated by regression algorithms and 
matches the hip joint center. Combined with additional measurement of the table plane of the X-ray by probing 
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with a Pointer-DRB our software computes the scaling plane-table distance. Finally applying the geometric 
approach yields the scaling factor. To evaluate the method we created a test arrangement composed of an artifi-
cial femur bone pivot-mounted in a table holder, representing the pelvis (Fig. 2). X-ray images were generated 
with a Ziehm Vario 3D C-arm (23cm image intensifier, 97cm source detector distance). The application of the 
procedure will be carried out in the X-ray room before image acquisition, while the patient is lying in supine 
position, and shall not take more time than accurate placement of a calibration body. 

Results and Discussion 

We achieved scaling factor errors of maximum 1% in the first trials with our setup. Accuracy has been proven 
by comparison with an exactly placed calibration body. Potential inaccuracies may arise from limited camera 
3D accuracy and unintentional relative movement of the DRB to the thigh bone and finally the hip joint center, 
due to soft tissue elasticity. Influence of the last one has not yet been considered.  
In summary, the first tests justify the assumption that our approach offers a more accurate and reproducible way 
to determine the scaling factor of X-ray images. In contrast to conventional methods it neither depends on statis-
tical factors nor on a more or less accurate positioning of calibration bodies. In forthcoming steps the practical 
applicability, possible error sources and achievable accuracy will be further investigated. 
 

  
Fig. 1: Structure and geometry of an X-Ray apparatus. Fig. 2: Test setup for hip joint center determination during motion 
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Abstract 

Using of the artificial models of nose is one of the principal methods of examination of breathing. They are 
demonstrable and allow you to see convective profile in virtually all parts of nose, which is often not possible in 
such studies in humans. This study presents a sensor system for investigation the breath in the artificial model of 
nose and nose sinuses. The conceptual difference of our investigation is in use the air as the service fluid. Previ-
ously presented models based upon the visual observations of convective flows, there, for visualization as the 
service fluid used the water with injection the dye [1-3] or used the air-flue gas mixture [4]. Presented method 
and sensor system are based on measurements of air flow conditions in artificial model of nose at the time of 
simulation breath. The sensor system allows receiving pressure drops in different parts of the model. 

 
Fig. 1: Artificial model: 1 – solid model with nasal cavities; 2 – shunt tubes to piezo-resistive pressure sensors;  

3 – processing device; 4 – breathing tube for simulation respiration. 

The artificial model of nose and nose sinuses was created from the data of computer tomography with the help 
of 3D printer. The model includes cavitas nasi with nasal turbinate inside. The nose sinuses open in cavitas nasi. 
Breathing simulated by human lung through the bellow, which applied to model, replacing the trachea. Exami-
nation of breathing was executed by the sensor system including 17 piezoelectric pressure sensors used for 
measuring flow pressure drop within the air stream as a function of time. The sensor system and the artificial 
model are shown in the fig. 1. Pressure drop measured through a thin tubes connected with piezoelectric pres-
sure sensors (1) in the left and the right entrances of nose (vestibule of nose); (2) in the left and the right maxi-
mally sinuses; (3) in the left and the right parts near nasal septum (aria of ridge of nose); (4) in the left and the 
right frontal sinuses; (5) in the left and the right anterior, middle and posterior ethmoid cells; (6) in the left and 
the right sphenoid cells; (7) in choanae. Signals received from pressure sensors supplied to the data automation 
subsystem, which control and synchronize the sensors. Settings and data recording performed by software pro-
vided by the manufacturer. 
Interpretation and processing of the results (presented on fig. 2) is the main part of the study performed. It can 
be seen that the pressure fluctuations obtained differ in amplitude, but are close in frequency. Furthermore, in 
some parts of the nose, for example in ethmoid cells, is observed time lag. A more in-depth analysis of the re-
sults can be obtained by the spectral analysis method. Fig. 3 is a graph of the spectral power density, built for 
the experimental modeling results. The spectrum is continuous. Two main peaks can be distinguished on the 
graph: 0,22 Hz (4,54 s); 0,64 Hz (1,56 s). There the spectrum with the maximum value of PSD defines the time 
of the "inspiration- expiration" cycle. The second on height spectrum characterizes weak fluctuations with mean 
wave period about 1,5 seconds, putting on the tops of the main "inspiration- expiration" cycle. Also we can 
identify peaks corresponding to approximately the duration of the inhalation is set to be 1,7 seconds (0,59 Hz), 
the duration of the exhalation equal to 2,3 (0,44 Hz) on the basis of average data. 
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According to the study results, we can get the following conclusions: the sensor system is sensitive for both 
basic characteristics of breathing (such as the time of inhalation – exhalation) and weaker fluctuations observed 
in different parts of the nose during the breathing. The graph of the spectral power density showed a significant 
role of weak fluctuations. Our intention is to include in this fluctuations the information about respiratory, lungs 
and cardiovascular diseases. 
Acknowledgements: The authors thank DR. R. Neronov, chief physician clinics "MMT" (St. Petersburg) for support in creation 3D solid 
model and for useful discussions. 
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Abstract 

Continuous monitoring of physiological parameters in cardiovascular areas allows early detection of critical 
conditions which may lead to clinical symptoms and hospitalization, if not treated in time. Thereby early diag-
nostics, optimization of therapy and reduction of therapy costs can be achieved [1], see Figure 1. This study 
presents the concept of an implantable multi sensor system that utilizes, amongst others, capacitive pressure 
sensor elements monolithically integrated in a CMOS process suitable for medical implants [2]. In medical 
applications it is generally recommended to achieve high-precision pressure measurement. For example the 
controlling the haemodynamic [1] in pulmonary artery requires a very accurate detection of important physio-
logical changes in pressure having to meet the challenge of a very high miniaturization level. 

The approach of a multi sensor system enables parallel monitoring of side effects, see Figure 2. The patient’s 
position, shocks, temperature or energy level deviations may lead to inaccuracies or faulty pressure measure-
ment. By monitoring these influences, compensations of measured pressure values can follow in a later step. 
 
In prior studies the potential of using the capacitive measurement principle for medical sensor implants by the 
means of wireless energy and data communication has successfully been proven. For example, the sensor ele-
ment, compare Figure	
  3, is applied in a system to treat an abnormal accumulation of cerebrospinal fluid in the 
brain, known as hydrocephalus [3, 4]. This system has already achieved medical certification and has been im-
planted in humans [5]. 
 
However, there is a need for methods to control the long-term stability, biocompatibility and integrity of im-
plantable systems. The realization requires many new technologies and material combinations to fulfill these 
specifications, especially in the domain of implant encapsulation. Most implantable and medically approved 
systems, like the presented system for hydrocephalus treatment, are encapsulated by materials like titanium or 
ceramics. These techniques obtain limitations with regard to further miniaturization of implantable sensor sys-
tems. The required encapsulation shall not only guarantee biocompatibility and long-term functionality, but also 
show suitable pressure transmission properties. These requirements can be achieved by a very thin three-
dimensional passivation of the micromechanical pressure sensor membranes by, for example a stack of ceramic 
layers by Atomic Layer Deposition (ALD). ALD passivation method shows hermetic sealing and high conform-
ity, even on complex topographies. [6, 7] 
 
Figure 4 shows the basic assembly and packaging concept of the new implantable multi-sensor system setup. 
The core element is a multi-functional Application Specific Integrated Circuit (ASIC) which is able to handle all 
measurements but also power management and communication with the extracorporeal electronics. The com-
plete system operates without any integrated energy sources. All the components are simulated and designed in 
such a way, that very low power consumption allows telemetric operation distances up to 15 cm. The communi-
cation is according to the international standard for passive RFID item level identification for air interface 
communications at 13.56 MHz (ISO/IEC 18000-3). The required antenna is located within the circuit board. 
 
The multi-functional ASIC has recently been developed at Fraunhofer IMS. First evaluation results regarding 
the pressure sensor performance are presented in Figure	
  5. There, the calibration errors plus 1σ deviation is pre-
sented with respect to applied temperature and two different assembly technologies. The assembly technologies 
differ in the polymers utilized for die-bond and glob-top. While #1 represents a soft material, #2 represents a 
high temperature stable material that meets further requirements regarding ALD of further encapsulation mate-
rials. Independently from assembling, the multi sensor system fulfill requirements to obtain high accuracy pres-
sure measurements with errors < 2 hPa.  
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Figure 1: Early detection of critical conditions and start of therapy before clinical symptoms may occur [according to 2] 

  
Figure 2: Schematic on functions of multi sensor system Figure 3: Photograph of capacitive pressure sensor  

(size 1.85 mm x 1.8 mm)  

  
Figure 4: Basic assembly and packaging concept of the new 
multi sensor implant  

Figure 5: Calibration error + 1 σ deviation of pressure 
sensor connected to multi sensor system, #1 and #2 repre-
sent different assembly materials 
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Abstract 

In many medical and biological applications specific cells or in general particles within a liquid have to be ana-
lyzed. With the so-called cytometry particles within liquids can be measured regarding particle type, size and 
surface properties. In many applications it is advisable to replace the classical laboratory analysis through inte-
grated (microfluidic) systems, which combine all the processes on one chip. 

In this work a Lab on a Chip system for hydrodynamic focusing of a sample stream with particles in microfluid-
ic channel structures is introduced.  

A particle containing sample stream is surrounded by a sheath stream 
(hydrodynamic focusing) [see fig.1]. This forces the particles to flow 
one by one through the channel.  The particles pass a laser of appro-
priate wavelength. To pass the laser centered it is necessary that the 
sample stream is not only focused laterally but also from the top and 
the bottom. [1] 

 

Passing the laser the particles cause characteristic scattered light. This scattered light is detected at small angles 
as forward scattered light and at larger angles as the side scattered light. By analyzing the magnitude of the 
forward and side scattered light the particles can be classified in terms of size, surface properties, internal struc-
ture, etc.  

 
Previous structures were micromilled in PMMA or molded in PDMS. 
The microfluidic channels allowed a hydrodynamic focusing of a sam-
ple stream in two dimensions. The two dimensional fluid focusing is 
realized by the structure shown in figure 2. These structures can be 
produced on one side. In the middle channel the sheath stream is intro-
duced into the first inlet (1). Via the second inlet (2), the sample 
stream is introduced. It presses the sheath stream to the lower channel 
side. In the third inlet (3) sheath stream is introduced. 
 
The sample stream is now surrounded on top and bottom with sheath 
fluid and can be constricted by the two side channels from the right 
and left. The two-dimensional focusing results in a very uniform liquid 
flow with well-defined position and velocity of the particles. This 
improves reproducible measurements and the signal quality of a single 
particle. The fluid flow is driven by hydrostatic pressure and precisely 
controlled by means of piezo valves. 
  

Figure 6: Schematic representation of the hydro-
dynamic focusing [2] 

Figure 7: Fluidic structure for a two-dimensional focusing 
which can be manufactured on one side 
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Glass fibers for measuring forward and side 
scattered light were implemented in these 
structures. A 1310 nm laser was coupled 
through the microchannels by single-mode 
glass fibers with 9 µm diameter to generate a 
direct light pass in the size of the particles to 
be detected. At an angle of 10° and 45° addi-
tional 50 µm multi-mode glass fibers were 
used to measure the scattered light. The larger 
diameter of theses fibers results in an increased 
aperture [see fig. 2].The light was detected by 
a photodiode, amplified and graphically dis-
played. For testing the structures the sample 
stream was replaced by 9 µm diamond parti-

cles in water. 
 
 
The integration as well as the alignment of the glass fibers turned out to be very complex and showed a low 
reliability. Therefore the mounting of commercially available glass fibers shall be replaced by in-situ manufac-
turing of waveguides in the structuring process of the channels. 
 
There already exist publications about optical waveguides prepared from moldable polymer (e.g. PDMS) [3]. 
PDMS is particular well for preparing optical waveguides. It can be easily molded, has a high shape-persistent, 
low shrinkage and good optical properties. 
 
First microfluidic channels were molded in PDMS and filled with higher refractive PDMS. The molding master 
structures were micromilled from PMMA. Due to the milling process the rough surface of the walls caused a 
high loss of the guided light. 
 
Figure 4 shows light transmission through these PDMS waveguides with a lot of light 
leaving through the rough sidewalls. The light introduced into the PDMS optical 
fibers from the left side is transmitted by the structures to a screen on the right side.  
 

Figure 5 shows a cross section of the 
structure with the first and second clad-
ding surrounding the light transmitting 
core. 
 
Improved structures made from PDMS 
with a photolithographic structured mold 
are currently under development.  

 
 
 
 

In the next step the PDMS molded fluidic channel structures will be combined with the light guiding structures 
to an integrated cytometric labchip. 
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Figure 8: CAD-design of the microfluidic structure 

Figure 10: transmitted light through 
PDMS 

Figure 9: Cross section through the optical wave-
guide structure 



	
   IEEE WORKSHOP Industrial and Medical Measurement and Sensor Technology | June, 16th - 17th  2016, Mülheim an der Ruhr 	
  
	
  

	
   	
   	
  56	
  

Mathematical model of free radicals flux action on eukar-
yotic cells lifetime and biomembranes sensitivity        

A. Mamykin 1,3, M. Listov2, A. Rassadina3 
 

 
1Saint-Petersburg State Electrotechnical University, 197376, Saint-Petersburg, Russia 

2S.M. Kirov Military Medical Academy, 194044, Saint-Petersburg, Russia 
3 ITMO University, 197101, St. Petersburg, Russia 

 
Author e-mail address: a.a.rassadina@gmail.com 

 
Abstract	
  

A	
  mathematical	
  model	
  of	
  the	
  impact	
  of	
  the	
  free	
  radicals	
  flux	
  on	
  the	
  outer	
  surface	
  of	
  the	
  eukaryotic	
  cell	
  mem-­‐
brane	
  represents	
  reversible	
  and	
   irreversible	
  redox	
  processes	
  accompanying	
  the	
  electron	
  transfer	
   flux	
  of	
   free	
  
radicals	
   from	
  the	
  body	
  fluid	
  through	
  the	
  cell	
  membrane.	
  The	
   impact	
  of	
  these	
  processes	
  on	
  the	
  regulation	
  of	
  
the	
  vital	
  functions	
  of	
  the	
  biological	
  system	
  have	
  been	
  considered	
  in	
  terms	
  of	
  the	
  model	
  of	
  physical	
  and	
  chemi-­‐
cal	
  interaction	
  between	
  the	
  positively	
  charged	
  active	
  sites	
  of	
  the	
  plasmalemma	
  surface	
  and	
  negatively	
  charged	
  
particles	
  of	
  radicals	
  flux.	
  This	
   interaction	
  causes	
  not	
  only	
  a	
   local	
  depolarization	
  of	
  a	
  double	
  electrical	
   layer	
  of	
  
the	
  plasmalemma,	
  but	
  the	
  membrane	
  local	
  oxidation	
  and	
  peroxidation	
  that	
  substantially	
  affects	
  on	
  the	
  func-­‐
tioning	
  of	
  the	
  cell	
  and	
  its	
  membrane	
  sensitivity.	
  According	
  to	
  a	
   large	
  number	
  of	
  experimental	
  studies	
  of	
  free	
  
radical	
  etiology	
  disease	
   it	
  has	
  been	
  sufficiently	
  reliably	
  established	
  that	
  neurohumoral	
  regulation	
  of	
  the	
  vital	
  
functions	
  of	
  the	
  biological	
  system	
  to	
  a	
  large	
  extent	
  depends	
  on	
  the	
  balance	
  between	
  the	
  rate	
  of	
  neutralization	
  
of	
   free	
   radicals	
   (AOS	
  efficiency	
  of	
   the	
  body)	
  and	
   the	
  performance	
  of	
   its	
  oxidative	
   systems	
   (OS).	
   This	
  perfor-­‐
mance	
  depends	
  on	
  the	
  operating	
  speed	
  of	
  the	
  generation	
  of	
  the	
  reactive	
  oxygen	
  species	
  (ROS)	
  and	
  other	
  free	
  
radicals	
  and	
  ultimately	
  determines	
   the	
   flow	
  rate	
  of	
   the	
  active	
  particles	
  generated	
  during	
  vital	
  activity	
  of	
   the	
  
organism	
  under	
   the	
   influence	
  of	
   external	
   and	
   internal	
   factors.	
   The	
   imbalance	
  between	
   the	
  efficiency	
  of	
   the	
  
AOS	
  and	
  the	
  OS	
  performance	
  leads	
  to	
  the	
  development	
  of	
  pathologies,	
  socially	
  significant	
  in	
  that	
  number.	
  
The objective of the present work is the mathematical description of the interaction of the flow of free radicals 
from the outer surface of the plasma membrane cells, and communication concentration of free radicals in a 
liquid medium with a lifetime of eukaryotic cells. The physical basis of the mathematical model is a dynamic 
mechanism of adsorption of negatively charged particles on positively charged active sites of the energy inho-
mogeneous surface of liquid crystal cell membrane. 
The model of interaction of the diffusion flux of free radicals to the active sites of the membrane is assumed that 
the flux with jdif density formed on the outer surface of the membrane the elements of the following types of 
structures. The neutralized active site (Nn) is formed by adsorption of superoxide at the positive charge of the 
elementary electric dipole of integrated protein to form a covalent bond. This center is involved in the local 
depolarization of the membrane and provides counter transport of Na+ and K+ ions enhancing depolarization. 
Active center oxidation occurs with the formation of bridging oxygen structures oxide (Nox) and peroxide (Npx) 
types, which are difficult to counter ion transport. In this case, it becomes possible to form porous structures 
because of burning the nearby environment of the lipid. 
It is easy to see that vitality of a cell, which is determined by the ability of its response to the external excitation, 
is given by the equation 
 

0

1a n ox

n oxdif

N N N
N j τ τ

⎛ ⎞
= +⎜ ⎟

⎝ ⎠
 

(1) 

In equation (1) N0 - initial concentration of active sites on the membrane surface, Na - equilibrium concentration 
of active centers in the homeostasis, Nn - concentration of neutralized centers, Nox - concentration of oxide struc-
tures. We assume that a single oxidation of the active site, as well as its neutralization, are reversible processes 
with lifetimes τox and τn, jdif is the density flux of the superoxide. Peroxidation of the active center is an irre-
versible process, so the concentration of these centers (Npx) increases during the life of the cell. 
Assuming irreversibility of multiple oxidation of the active site, one can construct a system of equations de-
scribing the interaction of the flow of free radicals with the surface centers of the plasma membrane of eukaryot-
ic cell. 
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 (2) 

Where τox,eff  is the effective lifetime of the oxidized center, considering two possible mechanisms for recovery: 
direct recovery of the center to the active state, and the internal transformation of the oxidized center in neutral. 
Direct integration of the system (2) gives significant results. Modeling of the efficiency of the cells in conditions 
of balance and imbalance OS and AOS confirms the conclusion [1] of the possibility of the effective functioning 
of the cells in a wide range of concentrations of radicals. If the AOS compensates for changes in the activity of 
the OS, as well as external influence, for example, the influence of ionizing radiation sources, or stressors of 
different physical nature, causing increase in the concentration of free radicals in biological systems. 
The figure below shows the dependence of the lifetime of the eukaryotic cell under conditions of balance (1) 
and imbalance (2) the OS and AOS, when the last does not compensate the the dynamics of the growth of radi-
cal concentration. The lifetime of the cells was determined by the achievement of equality concentrations irre-
versibly oxidized (non-functional) and current active centers. Comparison with previously tested real experi-
ments confirmed the adequacy of the mathematical description of the effect of negatively charged particles on 
the lifetime of the cells of the body and a significant dependency of these processes on the balance of the OS 
and AOS in biosystems. 
The immediate impact of the flow of negatively charged radicals in the lifetime of the cells is also easy to see 
from a comparison of the results of hemo-dependent exophthalmos [3] and polymyositis [2] modeling. 

	
  

Fig.	
  1:	
  Dependence	
  of	
  the	
  lifetime	
  of	
  the	
  eukaryotic	
  cell	
  under	
  conditions	
  of	
  balance	
  (1)	
  and	
  imbalance	
  (2)	
  the	
  OS	
  and	
  AOS.	
  

The analysis of the results of mathematical modeling and comparing the results with experimental data confirms 
the thesis of the decisive importance of negatively charged particles of active superoxide in the neurohumoral 
regulation of the basic functions of biological systems. 
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Abstract 

The discovery of the ability of carbon to form a 2D modification (graphene) has resulted in an explosive rise in 
the number of publications concerned with the properties of this material and its possible application in electron-
ics. It is known that, being a 2D material, graphene possesses a unique set of electrical and physical properties: 
- high mobility of carriers in combination with their low concentration; 
- maximum possible area-to-volume ratio; 
- low noise level. 

These properties combined result in that adsorption of a minimum amount of impurity on the surface of 
graphene can noticeably change its overall conductivity. Thus, graphene is a rather promising material for fabri-
cation of various kinds of sensors. 

It was shown in [1] that graphene is capable of sensing even the adsorption of a single molecule. Depending 
on their charge and on the conductivity type of the graphene film, added gas molecules behave as donors or 
acceptors. That is they change the concentration of mobile carriers. Adsorbed molecules also create additional 
scattering centers and change the carrier mobility. As a result, the resistance of a film either decreases, or in-
creases, depending on the type of an adsorbed molecule [2, 3]. 

The graphene films used in the present study were grown on semi-insulating substrates of 6H-SiC by ther-
mal decomposition of SiC at a temperature of ~1700ºC. Prior to growth of graphene, the substrate was etched at 
1600ºC in the atmosphere of hydrogen to remove from the surface its defective layer.  Results of measurements 
by Auger and Raman spectroscopies confirmed the presence of single-layer graphene on the surface of silicon 
carbide. 

The sensor structure was formed on a graphene film by laser photolithography with an AZ5214 photoresist. 
Excess amounts of graphene were removed from the substrate surface by etching in oxygen-argon plasma. 
Ti/Au (5/50 nm) ohmic contacts were fabricated by lift-off photolithography after the metals were deposited 
onto the photoresist surface by electron-beam evaporation. The sensor chip was fixed on a holder together with 
two Pt100 resistors. One of these was used to measure temperature, and the other served as heater. 

Relative measurements of the resistance of the graphene-based sensor were made in the presence of NO2 in 
the gas mixture (gas supply periods are designated by light gray bands) at 20ºC. Because the NO2 desorption 
rate at room temperature is very low, the sensor was annealed at 110ºC after each exposure in order to return it 
to the initial state. The sensors developed in the study demonstrated sensitivity to the NO2 concentration at a 
level of 1--0.01 ppb. 

Results are also presented, obtained in the development and testing of a graphene-based sensor for detection 
of protein molecules. The sensor was fabricated by the technology previously developed for the gas sensor. The 
working capacity of the biosensor was tested with an immunochemical system constituted by fluorescein and 
monoclonal antibodies (mAbs) binding this dye. The antibodies were attached to the graphene surface via amino 
groups formed by a number of electrochemical reactions. The biosensor was placed in a buffer borate solution to 
which fluorescein molecules were added. The attachment of fluorescein molecules to the antibodies situated on 
the graphene surface changed the total resistance of the graphene film. It was found that the sensor is sensitive 
to a fluorescein concentration at the level of 1-10 ng/mL and to a concentration of conjugate of bovine serum 
albumin with fluorescein on the order of 1-5 ng/mL. It is shown that the device is highly promising for early 
diagnoses of various diseases. 
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Fig. 1. Typical Raman spectrum of a graphene film 
grown on a 6H-SiC substrate. The inset shows the 
spectrum of the graphene /6H-SiC structure (1) and 
that of the 6H-SiC substrate 6H-SiC (2).  

Fig. 2. Outward appearance of the sensor mounted in a 
case. 

  
Fig. 3. Response to exposure to a gas mixture contain-
ing NO2 gas at 100oC for the graphene-based device. 
 

Fig. 4. Change in the sensor resistance brought in con-
tact with solutions containing the concentrations of the 
BSA conjugate with fluorescein (F-BSA-5), specified in 
the plot, or a mixture of the conjugate and free fluoresce-
in. The change in resistance in % is plotted along the 
ordinate axis, and the time of contact with the solutions 
(s), along the abscissa axis. 
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Abstract 
Wireless Sensor Networks (WSNs) consist of a large number of distributed sensor nodes with limited pro-
cessing capability and limited non rechargeable battery power. To reduce energy consumption and increase the 
network lifetime, a Fuzzy based Energy Aware Unequal Clustering protocol is strongly developed. The pro-
posed algorithm is based on the partitioned circles network model having better accuracy in the energy con-
sumption analysis than the rectangular one. This algorithm encompasses cluster head selection, intra-clustering 
and inter-cluster routing protocols. A comparison with similar works in the literature shows that the proposed 
algorithm outperforms the existed protocols in term of energy efficiency and network lifetime.  

Keywords: Wireless Sensor Networks, unequal clustering, multi-hop communication, energy balancing, optimal 
cluster radius, fuzzy logic. 

Proposed algorithm 
The total area of the network is assumed as a circle with a base station at the center. The area is partitioned into 
rings with a specific radius called clusters. In every cluster, a Cluster Head (CH) is selected. 

The proposed algorithm is split into two phases: cluster formation phase and data transmission phase. The clus-
ter formation phase contains two stage; Offline stage including the process of calculating the radius of each ring 
which will be done manually before the network deployment. The outputs of offline stage are the optimal num-

ber of cluster    𝐦𝐤𝐨𝐩𝐭 =
𝟗𝐍𝐤 𝐤𝟐+ 𝐤−𝟏 𝟐 𝟐𝐤−𝟏 𝟐𝐤−𝟑     

𝟐(𝟒𝟐 𝐤−𝟏 𝟐−𝟏𝟕)
𝐤 = 𝟐,… , 𝐋 and the radius of CH in each ring 𝑹 𝑪𝑯𝒌 𝒐𝒑𝒕 =

𝛅 𝟐𝐤−𝟏

𝐦𝐤𝐨𝐩𝐭
𝐤 = 𝟐,… , 𝐋, with 𝑁𝑘 is the total number of nodes  in ring k, L is the total number of ring, δ is the radi-

us of each ring. 

Based on fuzzy logic system [4], clustering setup stage attempts to select CHs. Three parameters are used: Re-
sidual energy, number of neighboring nodes and centrality of node among its neighbours. These parameters are 
chosen because of their importance for extending the network lifetime. The data transmission phase contains 
also two stages. An intra-clustering stage where data are forwarded from normal nodes to their proper CHs.Then 
an inter-clustering stage is performed to establish routes between CHs from consecutive rings until reaching the 
BS. To select a CHi from the next ring as a relay, this CHj should calculate the ratio of residual energy of  CHi , 
Eres(CHi), and distance between CHi and CHj, dCHitoCHj, as expressed in this equation: 

𝒓𝒂𝒕𝒊𝒐(𝑬𝒓𝒆𝒔,𝒅𝑪𝑯𝒊𝒕𝒐𝑪𝑯𝒋) =
𝑬𝒓𝒆𝒔(𝑪𝑯𝒊)
𝒅𝑪𝑯𝒊𝒕𝒐𝑪𝑯𝒋

 

Simulation Results 
Performance of proposed routing algorithm is compared with EEUC [1] and FAMCRO [2] protocols. The simu-
lations are performed using Matlab [5]. The network scenario consist of 1000 nodes randomly deployed in 
1000×1000 m area and BS at centre (0,0). Initial energy of all nodes is 0.5 J, data packet is of 6500 bits. For 
node’s energy dissipation, model [3] is used with radio parameters Eelec=50 nJ/bit; εfs=10 pJ/bit/m2 ; εmp=0.0013 
pJ/bit/m4. 
To investigate the energy efficiency of protocols, sum of residual energy of nodes is measured and traced in 
figure 2 every 20 rounds. After 260 rounds, the residual energy in our proposed algorithm is approximately 
equal to 464.06 joule, only 40 joules are consumed from all the nodes. Our protocol is about 82 % more energy 
efficient compared to FAMCRO and about  91 % more energy efficient compared to EEUC. 
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Table 1 shows the rounds in which the first node died (FND) and half of the nodes dead (HND) for each simu-
lated algorithm. 
 

	
  
Figure	
  1.	
  	
  Nodes	
  dispersion	
  

	
  
Table	
  1.Values	
  of	
  FND	
  and	
  HND	
  metrics	
  for	
  

each	
  algorithm	
  

	
  
Protocol	
   FND	
   HND	
  
EEUC	
   8	
   340	
  

FAMCRO	
   10	
   540	
  
Proposed	
  
Algorithm	
  

125	
   2520	
  

	
  

	
  
Figure2.	
  Total	
  residual	
  energy	
  of	
  the	
  network	
  over	
  
rounds	
  

 

As shown in table 1, the proposed algorithm outperforms EEUC and FAMCRO considering FND and HND 
metrics. Therefore, it has 92 % more network lifetime compared to FAMCRO Protocol. 

Conclusion 
An unequal size clustering algorithm to avoid hotspot problem, to balance the energy consumption among all 
sensor nodes and to achieve an improvement on the network lifetime has been presented. The proposed model 
uses fuzzy logic with residual energy, number of neighboring nodes and centrality of node among its neighbours 
to select the suitable cluster head. Simulation results show that the proposed algorithm provides best perfor-
mance compared to EEUC and FAMCRO protocols and realizes very acceptable outputs in terms of energy 
efficiency and network lifetime.  
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Abstract 

Recently the  usage of hydrogels as the cheap and well absorbing materials, finds application in sensor technol-
ogies. The application of sensor materials is especially important in the field of ecology and environmental 
protection when it is required to check and clear environment from  the harmful emissions containing ions pol-
lutants of heavy metals. We have studied sorption of ions of polyvalent metals salts by acrylic hydrogels from 
their water solutions.  

Samples of hydrogels, after their swelling in water solutions of CuSO4  with various concentration have 
been investigated. IR-spectrums were removed on an FTIR-spectrometer of Bruker, Tensor 37  on the ATR 
prefix, ZnSe crystal, with the resolution of 4 cm-1. The FTIR-spectrometry was carried out on average FTIR-
radiation range from 600 cm-1 to 4000 cm-1.  

Preparation of samples: dry acrylic hydrogel puted in water solutions of CuSO4 with various concentration 
for 24 hours, then the sample was taken from solutions and his FTIR-spectrum was removed. 

The purpose of work was - to analyse the existence of  the metal  containing  particles in hydrogel. It is also 
important to draw a conclusion on the mechanism of sorption of  metals ions by hydrogel, whether  metal ion 
creates a chemical bond with molecules of hydrogel or there is a usual adsorption of  metal’s ions by acrylic 
polimers. 

 
Samples:  
1) hydrogel – the cross-lined copolymer on the based on partially neutralized acrylic acid (AK) (extent of 

neutralization 0,8) and acrylamide (AA) in the ratio AK: AA = 70:30. As the cross-lined agent N,N methylene  
bis acrylamide with a mass fraction of 0,1 mass.% has been used. Hydrogel has been synthesized by radical 
polymerization in the water environment at a temperature of 45 Co. 

2) Water CuSO4 solutions – 1 M; 0,1 M, 0,01 M. 
 

 
Fig. 1: Hydrogel with sorption of ions of copper on the ATR prefix. 

 
 

 
Fig. 2: IR-spectrums of 1 – hydrogel and  2 – hydrogel after sorption of ions of copper from 1M of water solution of sulfate of copper. 
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The fig. 3 Site of IR-spectrums of  1 – hydrogel and  2 – hydrogel with copper particles in the range from 650 
cm-1 to 1750 cm-1. 
 
Conclusions:  

In the analysis of IR-spectrums of the hydrogel and hydrogel with sorption of copper’s ions the conclusion 
is drawn that there is not an adsorption, but a hemosorption of metal’s ions by hydrogel. Change of frequency of 
FTIR-radiation absorption in areas of vibrations of functional groups –СО shows that there was an accession of 
an ion of metal to groups – CO. Thereof reduction, the number of hydrogen bonds in hydrogel, and also increase 
in molecular weight, due to introduction of an  metal’s ion and as a result reduction in the frequency of vibra-
tions of bond – CO, i.e. chemical sorption of ions of metal have happened. 

During the sorption of copper’s ions by hydrogel changes in the frequency of deformation vibrations of 
groups - CH in the field of the frequencies of 1404 - 1412 cm-1, and have appeared an additional peak 1614sm-1, 
that is connected to the introduction of Cu +2. Copper is an active element concerning formation of complex 
connections in which communications are formed on the donor-acceptor  mechanism. Ions of copper are biva-
lent and show coordination number 4. In the sorption process by hydrogel, two valent bonds of copper form 
communications with group – CO, and the remained two external electrons show properties of a complex for-
mation, forming communication on the donor-acceptor mechanism with groups – CH and – NH, as it is reflect-
ed in minor change of frequencies of – CH group vibrations. The emergence of the 1614 cm-1 peak is connected 
with emergence of groups – NH which have formed coordination bonds with Cu+2 ion and respectively there is a 
reduction of number of groups – NH having the associated to hydrogen bonds and that results a decrease of 
intensity at a frequency of 1548 cm-1. 

Thus  chemical sorption of coopers ions in hydrogel  was shown. 
Results of the experiment shows the prospects for the usage of acrylic hydrogels as sensor materials for de-

tection of ions of polyvalent metals. 
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RF Energy applications require solid state power amplifiers which also deliver feedback with respect to forward 
and reflected RF power levels. For some applications, also phase information and/or IQ vectors need to be made 
available, next to the magnitude of the signals. Ideally, all these information can be generated inside the amplifi-
er to avoid further cabling and integration issues. This poses severe challenges in view of the high power levels 
next to very small (detected) RF signals. Hence, Isolation requirements on the order of 50 to 60dB within a few 
centimeters need to be realized, which tend to be costly and mechanically involved. 

At the same time, all the functionalities need to be provided at rock bottom prices in view of consumer oriented 
applications (solid state cooking, plasma lighting, etc.).  

This paper will report on the current status quo of the RF Energy application markets. It will focus on a number 
of possible solutions to above mentioned technical and application requirements. Integrated reflectometers and –
coupler structures as well as point-of-use phase detection will be discussed. It will	
  conclude	
  with	
  a	
  brief	
  over-­‐
view	
  of	
  other,	
  RF	
  Energy	
  system	
  related	
  measurement	
  and	
  modelling	
  challenges.	
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Abstract 

Life of modern society, especially big cities is impossible without power and water supply. Resources and mon-
ey are spent for these purposes. Saving these funds and resources for our civilization are one of the most im-
portant goals. Energy savings can be seen in various aspects, it is true not only for housing and communal ser-
vices, but also for industrial enterprises. 

To solve this problem it is necessary to have information about the actual energy consumption. Typically, it 
is obtained from measurements of various parameters such as coolant flow rate, temperature, heat flux. 
Typically, the operating principle of sensors to measure heat flow based on the Fourier law: 

                                                                       
x
tq
∂
∂

−= λ   ,                                                                                       

(1) 
where q=Q/S, W/m2, Q - heat flux, W;  λ - thermal conductivity, W/m·K; x – coordinate, m; t(x) - temperature 
profile along the x-axis, °C; S – surface, m2. If such a sensor is placed for measurement on any wall, and if the 
thermal conductivity of the material of the sensor is low, it prevents the passage of heat flow and gives incorrect 
values . With high thermal conductivity of the material of the sensor value of Δt is very small and there are 
difficulties in its measurement. Also heat flux sensor on this principle has high inertia because it has a big size 
and weight. 
We have developed and we use the heat flux sensor of on other principle. A basis of his functioning is the pro-
cesses into ferroelectrical ceramics. Passing of heat through this plate leads to its electric polarization. The plate 
becomes electrically charged. If now such a capacitor discharge, the discharge time is proportional to the 
amount passed through the plate heat. Thermal and electrical power are related by: 

                                                                
ττ
1

2

2UCtC ET =
∂

∂  ,                                                                                

(2) 
where CT=ρcTV the full thermal capacity, cT is a thermal capacity, ρ − density, V- volume, τ - time, CE - electri-
cal capacity, U - voltage. 
Appearance of the heat flux sensors on the considered principle is given on Fig. . Typical dependence of capaci-
ty on temperature is presented on Fig.1.  
 

 
Fig. 1: Appearance of the heat flux sensors 
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Tests are performed on the basis of the laboratory of the ITMO University "Sensors and Sensor Networks in 
Energy Saving" (Fig. 2).  

Heat flux sensor has shown good re-
producibility properties from instance to 
instance and can be produced in any 
quantity in the electronics industry en-
terprises. 

Problems in water treatment require 
among others the following issues: 
- Energy saving as cleaning solution of 
problems requires significant energy 
consumption; 

- Minimizing the emission of harm-
ful gases, such as CO2; 

- Control of the composition of wa-
ter and the reaction to his departure 
from the norm. This is true also in the 

control of effluents. 
 

An optical sensor [1] (Fig. 3) used to measure the CO2 con-
centration. 
Sensor has the maximum sensitivity on the wavelength of 
4,3 microns that corresponds to strong absorption of CO2  
The electric sensor with time of measurement of an order of 
units of milliseconds is applied to measurement of a devia-
tion of composition of water from norm. The next figure 
(Fig. 4) shows the sensor response to various composition of 
water. Blue curve is tap water, green is mineral water “Yes-
sentuki” and the red curve is drinking bottled water  
 
 

Fig. 3: Gptical sensor 
 
 

 

 

 

 

 

 

Fig. 4: Sensor response to various composition of water 
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Abstract  
Localization is considered as one of the most important services provided by WSN [1]. The goal of this work 
is to develop a new algorithm that determines the location of static nodes in outdoor environments. Many lo-
calization techniques can be observed. Aiming to have an energy efficient, low cost and small size network, 
the Received Signal Strength Indicator (RSSI) [4,5] is proven to be adequate to measure the distances between 
nodes in large scale. Since the radio signal is unpredictable and sensitive to multipath, a selection algorithm is 
proposed based on the use of the fuzzy logic [3]. A selection of the three nearest and available reference nodes 
is applied which will reduce the problem of erroneous values of RSSI. 
 
Method	
  
The problem of sensor localization is to find out the location of sensor nodes based on input data. If there is 
any reference available in the network, the common inputs are the location of references while other inputs are 
based on the measurement techniques. The proposed algorithm is proceeded in three steps. First the node de-
ployment where nodes are deployed randomly in a grid area. Second distance determination between sensor 
nodes and beacons is estimated using the RSSI values. Finally positions calculation is obtained by applying 
multirateration method combined with maximum least square estimation.  

The RSSI value presents the attenuation of the transmitted signal, the logarithmic distance path loss model can 

be calculated as : )log(10)( dAdBmPRSSI ××−== η  where; d is the Euclidian distance between the 
receiving reference node and the sending node, η is the path loss exponent in propagation environment (free 

space model η =2), A is the path loss at known reference distance d0 (dBm). Using the previous equation and 
with simple mathematical modification the distance between node j and a beacon node can be easily deducted:  

𝑑 = 10

!!!""#

!"×η  

In order to improve the accuracy of the localization algorithm, the unknown node should be contained in the 
coverage area of the selected references as presented in figure1. Therefore, a threshold is applied to the calcu-
lated distance between the selected reference and the unknown node. 

 

Figure 1 interconnexion between one unknown node 
three reference nodes 

 

Figure2 Fuzzy logic flow chart 

To calculate the estimated distance reference to unknown node a simple geometric projections with the Py-
thagoras theorem were used; cosӨ = d/r , where r is radius of the reference node and d is the calculated dis-
tance reference-to-unknown-node. So, to select the closest reference to the unknown node, the calculated dis-
tance reference-to-Uunknown should be lower than the radius of the selected reference multiplied by the co-
sines of the angle of arrival of the transmission line ;  optimal distance ≤ r cosӨ. Thus each node tries to look 
for all its neighbors. If another node is placed within the same reference range, this node becomes an reference 
candidate and so it calculates its delay time and its chance using fuzzy logic (figure2). 
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Simulations	
  
Many parameters are to be initiated to make simulations. These parameters are related to the application specifi-
cations such as the number of nodes, the dimensions of the field and to the properties of the sensor node espe-
cially the radio. Simulations are performed in Matlab to study the performance of the defined algorithm as well 
as to compare it to other existent algorithms.100 sensor nodes are deployed randomly in a 100*100 m² field. 
The Beacon nodes are placed randomly in the field. 
 

	
  

Figure	
  3	
  randomly	
  deployed	
  100	
  sensors	
  nodes	
  

	
  

Figure	
  4	
  error	
  estimations	
  

To understand the efficiency of the algorithm a comparison between the results obtained and the real 
values could be presented. Therefore the two following tables present respectively the real coordinates 
of the unknown nodes and the estimated values obtained after applying the localization process. Also 
the error obtained while computing the distances is presented  in figure 4.  
 

Table 1 Real coordinates of unknown node in the range of R 

 
Table 2 Estimated Coordinates In Range R Of Sensor 

 
 
Conclusion	
  
Localization is an important issue in WSN. Many solution are proposed in order to reduce the cost the size and 
energy consumption in both levels the node and the network. The goal of this work is to develop a new algo-
rithm that determines the location of static nodes in outdoor environments. In this work the RSSI technique 
was used to estimate distance between nodes. The fuzzy logic method were presented to select the best near 
reference node in order to ensure a better accuracy and unnecessary computational effort . For future aspects 
the behavior of the proposed algorithm is intended to be tested for dynamic networks 
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Abstract 

The composition of the substances commonly occurs by using these basic methods: spectroscopic, diffraction, 
optical. All these methods are based on determining the radiation changes, fields or particles flow after interac-
tion with the substance having a set of physical properties. 

All of these methods have sufficiently accurate determination of the composition substances, but in the real 
industry is not always required an exact determination of the composition, for example, in the oil industry 
should be conducted rapid tests to determine the type of oil or water utilities need to control the level of emis-
sions of harmful substances by various companies.But the solutions to these problems, by existing methods are 
not cost-effective and therefore require the development of new methods and techniques to determine the 
change in the composition of substances. 

In particular, to solve these problems, have been suggested a method of determining the composition and / 
or by measuring the dynamic changes electro physical characteristics and their subsequent treatment. 

As objects of study in the early stages of work were selected different samples of sunflower oil and water, 
and it is no coincidence, because the plant oils are major source of energy for humans, and water is an essential 
substance for all living beings on the planet, and used in many manufacturing processes. 

Formed research program is aimed to define such characteristics for liquids that could make it possible to 
link the electrical properties of liquids with a concentration of the individual components. Only in this case the 
data may be used to form an adequate information model. 

In this research program to study the electrical properties of plant oils should position sunflower oil as ini-
tial research object, because the composition of the main components of plant oil - oleinic acid (C18: 1) and 
linoleic acid (C18: 2) varies over the entire range of concentration values taking place separately for each of a 
plurality of other vegetable oils. 

In accordance with the research program of measuring the dynamic electrical properties of oils the laborato-
ry setup was created. It allows us to study changes in the numerical values of electro physical parameters de-
pending on the concentration of the individual components plant oils. 

As the objects of the study were selected three sample of refined sunflower oil having a fatty acid composi-
tion specified in Table 1. Determination of the fatty acid composition was performed on BRUKER «Scion 436-
GC» capillary gas-liquid chromatograph using a Bruker «Wax-fame» capillary column. 

 
Table 1. Fatty acid composition of samples of refined sunflower oil.  
 

 
For each sample of sunflower oil were obtained values of output level changes in time at the measuring cell. 
Figure 1 clearly shows that functions have characteristic maximum rate of changing the output level of the val-
ues of the measuring cell. The character of the data obtained for three different samples of sunflower oil, con-
firms the presence of proportional growth rate of its value changes in process of increase concentration of oleic 
acid in the samples. Thus, during the studies were obtained numerical values of electro physical parameters. 
  

Name fatty acid Reference 
designation 

Relative concentration (%) 
Sample №1 Sample №2 Sample №3 

Palmitinic С 16:0 5,9 6,4 4,0 
Stearinic С 18:0 3,4 3,1 2,6 
Oleinic С 18:1 23,7 31,4 81,6 
Linolic С 18:2 66,3 58,1 11,6 
Arachic  С 20:0 - - 0,2 
Behenic С 22:0 0,7 1,0 0,1 
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              The relationship 
between the concentration of the 
main component plant oils - 
oleinic acid and electro physical 
parameters of sunflower oil in 
the analytical laboratory unit cell 
has been discovered. It can be 
concluded about the possibility 
of creating express-method for 
determining compliance with the 
standards of the quality require-
ments of sunflower oil based on 
the detected patterns. 

 
 

 
 

 

Figure 2 shows plots of the output signal in the primary analysis of various samples of water from which it is 
evident that they are strongly dependent on the water content. It can be concluded about the possibility of creat-
ing express method for determining change in the composition of substances based on the detected patternson 
the basis of the data obtained. 
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Abstract 

Impedance Spectroscopy is a well-known method for system identification[1], [2]. By the obtained data a non-
invasive insight into the device under test is provided. These data can be used for state determination and pre-
diction.[3]–[5] Due to the complexity of laboratory setups it is challenging to migrate this method for system 
identification into portable applications [6]. Different obstacles have to be faced to make this method for multi-
channel measurements available in low-cost and low-power applications. Main issues are hardware complexity 
and complexity of algorithms for data processing. A hardware approach for multichannel impedance measure-
ments has been presented by the author to reduce the effort concerning hardware complexity[6]. In this article 
an improvement to reduce the computational load further by avoiding unnecessary measurements is presented. 
Thereby the total number of required measurements reduced by keeping the amount and precision of the ob-
tained data. Consequentially either the capability to measure more channels or a reduction of the requirements 
for the setup is the outcome. 

 
Method 

For impedance spectroscopy at low impedance systems, the voltage response is measured together with the 
excitation current. When the time domain data for the current and the voltage are transferred into the frequency 
domain the linear transfer function of the investigated system, known as the complex frequency dependent im-
pedance, can be calculated. In some cases multiple response channels refer to one perturbation path (compare to 
Figure 11 left). The intuitive approach for the measurement of the perturbation and response implies a cyclic 
simultaneous sampling of the perturbation and response for each channel (compare to Figure 11 right). This 
results in a fixed alignment within the cycle for all sampling processes per channels in the multichannel meas-
urement system. 

 
 

Figure 11: Multichannel system with one perturbation and multiple response channels (left); Timing diagram for measure-
ment of data for determination of response characteristics for each channel 1… N within one cycle 

Within one cycle each channel is going to be measured at least once. Depending on the device under test addi-
tional marginal conditions such as a series connection of all DUTs as depicted left in Figure 11 can be utilized. 
In this case the excitation is the same for all DUTs. Concluding that the following equation for the impedance 
for non-simultaneous sampling of excitation and response can be obtained. 

𝑍 𝜔,𝛼 =
𝐹{𝑈 𝑡 }

𝐹{𝐼 𝑡 + 𝛼 }
=

𝑈(𝜔)
𝐼(𝜔,𝛼)

=   
𝑈!(𝜔)
𝐼!(𝜔)

⋅ 𝑒!(!!!!!) ⋅ 𝑒!!! ⋅ 𝑒!!! 

By	
  grouping	
  the	
  influencing	
  effects	
  the	
  following	
  dependencies	
  are:	
  

• magnitude and phase of the DUTs frequency dependent impedance 
• phase shift φ! depending on the misalignment Δ between the sample of voltage and current for a par-

ticular channel 
• Phase noise due to stochastic errors 

When all measurements occur in a fixed relative alignment, then a fixed time delay Δ between the samples per 
channels will be existing. Time shift between the signals for voltage and current will be present i.e. due to dif-
ferent signal conditioning HW or signals paths in the measurement system. Therefore the time shift Δ need to be 
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calibrated. This can be used to avoid the measurement of all but one channel of the current measurement depict-
ed in the timing diagram in Figure 11. 

The mentioned time shift Δ appears as frequency and channel dependent phase shifts 𝜑!  visible as rotational 
deformation in the impedance spectrum (compare to Zmisaligned in Figure 12 left). Therefore the shift theorem 
of the Fourier transformation is the basis to compensate these deformations of the impedance spectra. In Figure 
12 the impact and result after compensation of the deformations related to the phase shifts are depicted.  

Consequentially for multichannel measurement systems the efficiency of the method increases the more 
channels are going to be measured. Thus up to almost 50 % of the measurements can be treated as unnecessary 
and can be avoided in multichannel impedance measurements (compare to Figure 12 right).  

  
Figure 12: Effect of a time shift Δ on the shape of an impedance spectrum (left), reduction of the effort in multichannel 
measurements by avoiding unnecessary measurements and reconstruction by the shift theorem 

Design Criterion 

How much misalignment regarding the compensation of the time delay between voltage and current is accepta-
ble depends on the target applications frequency range. A remaining error of 0,1 % with respect to the correct 
value of the impedance is a common threshold. Therefore a simple design rule for the remaining time shift Δ 
after compensation and calibration is derived as: 

Δ ≈ 0,1  %/𝜔 
The effect of misalignment regarding the sampling process in measurement channels is inverse proportional to 
the investigated frequency. For battery applications the maximum frequency of about 1 kHz results in a maxi-
mum acceptable misalignment in the measurement channels of approximately 159 ns after calibration. Nowa-
days microcontrollers as the STM32F4 operate at frequencies of about 168 MHz..[7] Consequentially the time 
base for triggering analog to digital conversions has a higher precision as the required 160 ns with approximate-
ly 6 ns. 
 
Conclusion 

A method to reduce the effort for measurement in multichannel systems for impedance spectroscopy by utilizing 
the shift theorem of Fourier transforms has been proposed. Therefore up to 50 % of the measurements can be 
avoided. This allows to increase the number of measured channels use less powerful hardware. Furthermore an 
equation for the design process of the measurement hardware has been presented to indicate the required preci-
sion either in the timing depending on the target frequency range for impedance measurements. 
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Abstract 

The application of nonlinear dynamic models based on autoregression filtering of the experimentally determined 
series of observations. This was used NARMAX model. Presents the results of identification and filtering of the 
experimentally determined series of observations of fluctuations of the concentrations of carbon dioxide at 
wastewater treatment plants of sue "Vodokanal", as well as physical quantities in the process of respiration [1-
4].  

The aim of research 
Testing of possibilities of application of nonlinear autoregressive model with external inputs for identifica-

tion and filtering of experimental data. 
Basic provisions of research 

The method NARMAX (Nonlinear Autoregressive Moving Average with eXogenous Iinputs) is used.[5] As an 
illustration of the application of nonlinear dynamic models based on the method used to filter experimental data 
on fluctuations of carbon dioxide concentrations at wastewater treatment plants of sue "Vodokanal" and the 
physical quantities in the breathing process (pressure and temperature). 

Interim results 
 Identification and filtering of fluctuations of the concentrations of carbon dioxide at wastewater treatment 

plants of sue "Vodokanal" and the physical quantities in the breathing process (pressure and temperature).  

 

 
Pic.1:	
  Charts the fluctuations of carbon dioxide concentrations: a,b-the Results of data processing of monitoring the concentration of carbon 
dioxide. 
Polinomial model: 

Y(t)= -1.3211-0.233626*y(t-1)-0.00384242*y(t-1)*y(t-1)-0.00047096*y(t-1)*y(t-1)*y(t-1)*y(t-1) 
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Pic. 2:	
  Charts of breathing: a, b – the pressure in the left and right nostril respectively, without filtering;C,d – the pressure in the left and 
right nostril after filtering  
 
Polinomial model: 
right nostril  
Y (t)= -377.5-66.8922*y(t-1)-8.85864*y(t-1)*y(t-1)-1.10905*y(t-1)*y(t-1)*y(t-1)*y(t-1) 
left nostril 
Y(t)= -456-80.6471*y(t-1)-10.6407*y(t-1)*y(t-1)-1.32749*y(t-1)*y(t-1)*y(t-1)*y(t-1) 

 
Pic. 3: Graphs of power spectral density: a,b – the pressure in the left and right nostrils until filter, respectively; C,d – the pressure in the left 
and right nostrils after filtering, respectively 

The main result 
The use of nonlinear dynamic models based on autoregression filtering of the experimentally determined 

series of observations allows to adequately describe the processes, regardless of their nature. 
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Abstract 

Semi-finished round products made of high quality steel are based on crack and defect free rods. Thus eddy 
current sensors are well-established with improvements of rolling processes and their measurement systems. A 
major challenge is the online detection of cracks and other surface defects in hot rolled rods during the rolling 
process with up to 100 m/s rod speed and up to 1200 °C rod temperature [1]. This study is dealing with the 
crack detection in rods based on inductive measurement systems. By using an excitation coil a magnetic field is 
generated to induce an eddy current in the rods surface. As a consequence a secondary magnetic field is gener-
ated, which influences the excitation field. Cracks in the rod influence the field dependent on their depth, width 
and length. For the detection of these influences detections coils and GMR sensors were used.  

 

 

 

 

 

 

 

The eddy current skin depth in the frequency range of 1MHz up to 20 MHz is smaller than 500 µm. Therefore 
they can be approximated by surface line currents.  

Additionally this set up is simulated as a mathematical model using Biot – Savart`s law. Thus it is possible to 
calculate stationary magnetic fields to comprehend the physical effects. Depending on the excitation coil ge-
ometry and the rod position in the coil the z-component of the magnetic field is the dominant field part. It can be 
described with equation (1). 

 

𝐵! =
𝜇!𝐼
2  𝜋

𝑎² − 𝑎𝜌 cos𝜙

cos(𝑎! + 𝜌! − 2𝑎𝜌 cos𝜙)
!
!
𝑑𝜙

!

!
     

(2) 

 

In this application the cross-section-areas of coils and rods without cracks have a circular shape. The equation 
(1) can be solved with elliptical integrals [3]. If rods include cracks the circular shape is altered as shown in Fig 
2. The calculation has to be realized by separated integrations for each section. Therefore the rod shape is split 
in 4 parts. Part 1 is the cylindrical part of the rod with less than 360 ° circumference, part 2, 3 and 4 are straight 
lines where part 2 and 4 corresponds the crack depth and part 3 the crack width.  
  

 
Fig. 1 Crack influenced magnetic flux density close to rod surface [2] 
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In Fig. 3 the excitation coil, the rod shape and the region of interest (ROI) are shown. To find out the crack 
influence the ROIs are placed closed to the rod surface. Modeling the excitation coil the number of turns corre-
sponds to the number of current lines and the coil length by the distance between the current lines. Here the coil 
length is parallel to the z-coordinate. To get a sufficient accuracy the rod length needs to be modeled with the 
double coil length and the double number of turns of the coil [2]. The ROIs can be interpreted as a cylindrical 
detection coil or GMR detector with the same length as the excitation coil. The crack influence can be deter-
mined by calculating the difference of the integration of the magnetic flux density in the ROIs volume. Depend-
ing on the ROI size and the ROI distance to the rod surface the crack influence represents about 0.13 %. This 
result is verified with the measurement set up under laboratory conditions. 
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Fig. 2 Rod shape [2] Fig. 3 Coil and rod shape with ROIs [2] 
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Abstract 

In the last decades it became evident that the fluctuations in heart rate [HR] contain information about the bal-
ance of the sympathetic nervous system and the vagus as part of the parasympathetic nervous system. There are 
three commonly used analyzing methods available to extract and to visualize this information as the so called 
heart rate variability [HRV]. Basis for the application of these methods are heart beat series.  
The sympathetic nervous system and the vagus (as part of the parasympathetic nervous system) influence the 
HR as well as the HRV. Due to their different neurotransmitters (catecholamines and acetylcholine) their mode 
of operation is different as well. While the sympathetic system increases HR, the parasympathetic system slows 
down HR. In contrast, the sympathetic system decreases HRV, whereas the vagus increases it. These effects can 
be found both in the time domain and in the frequency domain. Due to the extensive characteristics of the ap-
plied methods the gathered information is only entirely available, without possibilities to select a particular HR 
for a deeper analysis. 
To overcome this disadvantage we have complemented the statistical tools in the time domain by a simple heart 
beat depended counting of successive heart beats. Instead of a whole observation we separated the given heart 
beats in classes, arranged in a vertical direction. The differences to successive heart beats may be positive or 
negative and lead to a classification in the horizontal direction. This arrangement of gathered heart beats and 
their classified successors can be displayed as a matrix of numbers or visualized as a mapping of pseudo-colours 
we named Neighbourhood Frequency Maps [NFM]. Although the term "frequency" is used synonymously for 
heart rate in medicine it should be kept in mind that the frequency is in a reciprocal relation to the counting of 
heart beats. The creation of such NFM is not time consuming, for all of the test cases, the computing time was 
smaller than the time of a beat-to-beat difference. NFM may allow real-time execution and can be used for fur-
ther examinations in laboratory experiments as well as in field studies. 

 

Fig. 1:  A Neighbourhood Frequency Map obtained from 12 cycling training sessions.  
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